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Abstract. Leakage power consumption of current CMOS technology is
already a great challenge. ITRS projects that leakage power consumption
may come to dominate total chip power consumption as the technology
feature size shrinks. We propose a novel leakage reduction technique,
named “sleepy stack,” which can be applied to general logic design. Our
sleepy stack approach retains exact logic state — making it better than
traditional sleep and zigzag techniques — while saving leakage power con-
sumption. Unlike the stack approach (which saves state), the sleepy stack
approach can work well with dual-V;, technologies, reducing leakage by
several orders of magnitude over the stack approach in single-V;j, technol-
ogy. Unfortunately, the sleepy stack approach does have a area penalty
(roughly 50~120%) as compared to stack technology; nonetheless, the
sleepy stack approach occupies a niche where state-saving and extra low
leakage is desired at a (potentially small) cost in terms of increased delay
and area.

1 Introduction

The advent of a mobile computing era has become a major motivation for low
power design because the operation time of a mobile device is heavily restricted
by its battery life. The growing complexity of mobile devices, such as a cell
phone with a digital camera or a personal digital assistant (PDA) with global
positioning system (GPS), makes the power problem more challenging.

Dynamic power consumption was previously a major concern for chip de-
signers since dynamic power accounted for 99% or more of the total chip power.
However, as the feature size shrinks, static power, which consists mainly of sub-
threshold and gate-oxide leakage power, has become a great challenge for current
and future technologies. The main reason is that leakage current increases ex-
ponentially as the feature size shrinks. Based on the International Technology
Roadmap for Semiconductors (ITRS), Kim et al. report that subthreshold leak-
age power dissipation of a chip will exceed dynamic power dissipation at the
65nm feature size [1][2].

Techniques for leakage power reduction can be grouped in two categories:
state-preserving techniques where circuit state (present value) is retained and
state-destructive techniques where the current boolean output value of the circuit
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might be lost [I]. A state-preserving technique has an advantage over a state-
destructive technique in that with a state-preserving technique the circuitry can
resume operation at a point much later in time without having to somehow
regenerate state. Our new design technique, which we call the “sleepy stack”
technique, retains data during sleep mode while providing reduced leakage power
consumption at a cost of slightly increased delay. Furthermore, the sleepy stack
approach can be applicable to single- and dual-threshold voltage technologies.
The sleepy stack approach delivers a new choice to designers to implement low-
leakage-power circuits that retains state.

The rest of the paper is organized as follows: Section 2] discusses sources
of leakage power and previous low-leakage approaches. Section B] describes the
proposed sleepy stack approach with comparisons to previous approaches. Sec-
tion [4] presents the simulation methodology, and Section Bl explains the results.
Section [ concludes the paper.

2 Previous Work

In today’s technology, the main contributer to static power consumption of a
CMOS circuit is subthreshold leakage, i.e., source to drain current when gate
voltage is smaller than the transistor threshold voltage. The subthreshold leakage
current can be expressed as follows:

Loy = Ky WeVen/nVo (1 — e=V/Ney (1)

where K7 and n are experimental values, W is the width of the transistor, V;
is the threshold voltage and Vj is the thermal voltage [T]. Since subthreshold
current increases exponentially as the threshold voltage decreases, deep sub-
micron technologies with scaled down threshold voltages will severely suffer from
subthreshold leakage power consumption. In addition to subthreshold leakage,
another contributer to leakage power is gate-oxide leakage power due to the tun-
neling current through the gate-oxide insulator. Since gate-oxide thickness will
be reduced as the technology decreases, deep sub-micron technology will also
suffer from gate-oxide leakage power. However, previously proposed work for
leakage power reduction at the circuit level has focused on subthreshold leakage
power because gate-oxide leakage is relatively small compared to subthreshold
leakage [1]. Although gate-oxide leakage will also increase exponentially as tech-
nology feature size decreases, a solution for gate-oxide leakage may lie in the
development of high dielectric constant (high-k) gate insulators. In this paper,
we focus exclusively on reducing subthreshold leakage power.

As introduced in Section [1], previously proposed work can be divided into
techniques that either (i) preserve state or (ii) destroy state. State-destructive
techniques (ii) cut off transistor (pull-up or pull-down or both) networks from
supply voltage or ground using sleep transistors [5]. These types of techniques
are also called gated-Vpp (note that a gated clock is generally used for dy-
namic power reduction). Motoh et al. propose a technique called multi-threshold-
voltage CMOS (MTCMOS), which adds high V;, sleep transistors between pull-
up networks and Vpp and between pull-down networks and ground while logic
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circuits use low Vj;, to maintain logic performance [5]. The sleep transistor is
turned off when the logic circuits are not in use. Powell et al. propose a gated-
Vpp cache technique called DRI cache, which dynamically changes cache size
with gated-Vpp transistors of dual or single Vy, [4]. Since the gated-Vpp tech-
nique cuts off logic blocks from Vpp and Gnd, time and energy for waking up
are significant. The zigzag technique proposes the reduction of wake-up overhead
by choosing a particular circuit state (e.g., corresponding to a “reset”) and then,
for the exact circuit state chosen, cutting off the pull-down network for each gate
whose output is high while conversely cutting off the pull-up network for each
gate whose output is low [9]. Although the zigzag technique can retain a partic-
ular state chosen prior to chip fabrication, any other arbitrary state during reg-
ular operation is lost in power-down mode. Another technique to reduce leakage
power is transistor stacking that exploits the stack effect, i.e., it turns out that
two stacked and turned off transistors reduce subthreshold leakage current sub-
stantially due mainly to a reverse bias between the gate and source [6]. Narendra
et al. study the effectiveness of the stack effect including effects from increasing
the channel length [7]. Since forced stacking of what previously was a single
transistor increases delay, Johnson et al. propose an algorithm that finds circuit
input vectors that maximize stacked transistors of existing complex logic [g].
Flautner et al. propose the “drowsy cache” technique that switches supply volt-
age instead of gating Vpp [10]. The effect of drowsy caches in terms of leakage
power reduction is smaller than gated-Vpp techniques, but the drowsy cache
technique can retain the original state thus can be used for designing memories.

3 Sleepy Stack

In this section, our new low-leakage-power design, named “sleepy stack,” is de-
scribed and compared with well-known previous approaches, i.e., the sleep, zigzag
and stack techniques explained in Section 2. The base case, shown in Fig. [[] con-
sists of three stages each with a pull-up network and a pull-down network and
with the final stage connected to a load capacitance. Fig. Bl Bland Bl show previ-
ous low-leakage approaches applied to the base case. The sleep approach in Fig.
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uses sleep transistors between both Vpp and the pull-up network as well as be-
tween Gnd and the pull-down network. Generally, the width/length (W/L) ratio
is sized based on a trade-off between area, leakage reduction and delay. During
sleep mode, sleep transistors are turned off and leakage current is suppressed.
However, the additional sleep transistors increase area and delay. Furthermore,
the pull-up and pull-down network will have floating values and lose state during
sleep mode. The zigzag approach in Fig. Bl first analyzes each gate for a partic-
ular input assumed during sleep mode and either assigns a sleep transistor to
the pull-down network if the output is “1” or else assigns a sleep transistor to
the pull-up network if the output is “0.” In Fig.[3, we assume that, in the sleep
mode, the input of the logic is “0” and each logic stage reverses its input signal,
i.e., the output is “1” if the input is “0,” and the output is “0” is the input is
“1.” Accordingly, the pull-down network of the first stage is off, and so a sleep
transistor is added. Thus, the zigzag approach uses fewer sleep transistors than
the original sleep approach. However, analyzing logical state and finding input
vectors of complex logic blocks are NP-hard problems which need to be solved
in order to apply the zigzag approach [g].

Fig. @ shows the stack approach, which forces a stack effect by breaking down
an existing transistor into two half size transistors. The forced stack approach
can achieve huge leakage power saving while retaining the logic state. However,
the divided transistors increase delay significantly and may restrict the usefulness
of the forced stack approach.

The key idea of the sleepy stack technique is to combine the sleep transistor
approach during active mode with the stack approach during sleep mode. The
structure of the sleepy stack approach is shown in Fig. [}l The sleepy stack
technique divides existing transistors into two transistors each typically with
the same width Wj half the size of the original single transistor’s width W5
(i.e., W1 = W5/2). Then sleep transistors are added in parallel to one of the
transistors in each set of two stacked transistors; see Fig. [6lfor an example. The
divided transistors reduce leakage power using the stack effect while retaining
state. The added sleep transistors operate similar to the sleep transistors used in
the sleep technique in which sleep transistors are turned on during active mode
and turned off during sleep mode. Fig. [l depicts the sleepy stack operation
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using an inverter. During active mode, S=0 and S’=1 are asserted, and thus all
sleep transistors are turned on. Due to the added sleep transistor, the resistance
through the activated (i.e., “on”) path decreases, and the propagation delay
decreases (compared to not adding sleep transistors while leaving the rest of the
circuitry the same, i.e., with stacked transistors). During the sleep mode, S=1
and S'=0 are asserted, and so both of the sleep transistors are turned off. The
stacked transistors in the sleepy stack approach suppress leakage current.

4 Experimental Methodology

We compare the proposed sleepy stack approach to a base case (based on Fig. )
and three of the previous approaches explained earlier, namely zigzag, sleep and
stack. Thus, we compare five design approaches in terms of power consumption
(dynamic and static), delay and area.

To show that the sleepy stack approach is applicable to general logic design,
we choose three generic circuits: (i) a chain of 3 inverters, (ii) a 4-input multi-
plexer and (iii) a 4-bit adder. The logic diagram of the 4-input multiplexer used
for (ii) is shown in Fig. [l One bit of the 4-bit adder used for (iii) is shown in
Fig. B of which is sized as noted in the same figure.

The inverter chain uses three inverters each with W/L=6 for PMOS and
W/L=3 for NMOS for the base case. Sleep transistors in the sleep approach
(Fig.[2) and the zigzag approach (Fig.[3)) are sized such that any sleep transistor
between Vpp and a pull-up network takes the size of the largest transistor in
the pull-up network, and any sleep transistor between Gnd and a pull-down
network takes the size of the largest transistor in the pull-down network. For
example, sleep transistors used in the pull-up and pull-down networks of the
base case inverter chain have W/L=6 and W/L=3, respectively as shown in
Fig. @ Transistors in the stack approach are sized to half of the size of the
base case transistors, e.g., transistors used in pull-up and pull-down of the base
case inverter chain have W/L=3 and W/L=1.5, respectively, as shown in Fig £l
Similarly, transistors, including sleep transistors, in the sleepy stack approach
are sized to half of the size of the base case transistors as shown in Fig. Bl The
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Fig. 7. 4-input multiplexer Fig. 8. 1-bit full adder

load capacitance is set to 3C;y,, (where Ciy, is the capacitance of an inverter
with pull-up W/L=3, pull-down W/L=1.5).

To estimate area, delay and power, we first design target benchmark cir-
cuits using Cadence Virtuoso, a custom layout tool [12], and North Carolina
State University Cadence design kit targeting TSMC 0.181 technology [13]. Then
we extract schematics from layout to obtain transistor circuit netlists. we use
HSPICE simulation to estimate delay and power of the benchmarks, for which
we use Avant! Stat-HSPICE [I1].

Since we don’t have access to the layout design proprietary below 0.181 tech-
nology, we use the Berkeley Predictive Technology Model (BPTM) parameters
to estimate delay and power for technologies below 0.18y [T4lT5]. We choose
four different technologies from BPTM to observe changes of power and delay as
technology shrinks. The chosen technologies, i.e., 0.07x, 0.10p, 0.131 and 0.18y,
use supply voltages of 1.0V, 1.3V, 1.6V and 1.8V, respectively. We assume that
only a single supply voltage is available in each technology. We do consider both
single- and dual-V;y, technology for the zigzag, sleep and sleepy stack approaches
(note that for the straightforward stack approach, no transistors exist which
could be made high-V;;, without a dramatic increase in delay). With dual-V;,
technology, the zigzag and sleep approaches use high-V;;, sleep transistors. Simi-
larly, in the sleepy stack approach with dual-V;; technology, high-V;;, transistors
are used for sleep transistors and transistors that are parallel to the sleep transis-
tors. We set all high-V;;, transistors to have 2.5 times higher V;;, than the V, of a
normal transistor just like [5]. More details about the experimental methodology
can be found in a technical report [16].

5 Experimental Results

We measure worst case propagation delay and power for the five design ap-
proaches, which are the base case, zigzag, sleep, stack and sleepy stack ap-
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proaches. Dynamic power is measured with a random input vector changing
every clock cycle, i.e., 4ns; static power is measured using a sampling of input
vectors and averaged. The area of the benchmarks below 0.18u technology is
estimated by scaling area of benchmark layout using TSMC 0.18u technology.
We add 10% of area overhead considering non-linear scaling layers, e.g., a metal
layer.

Fig. @ and [[1] show the experimental results. Focusing on the single V4,
0.07u technology implementation of each benchmark shown in Table [Il we see
that our sleepy stack approach results in leakage power roughly equivalent to
the other three leakage-reduction approaches in the same technology. Compared
to the sleep and zigzag approaches, which do not save state, the sleepy stack
approach results in up to 67% delay increase and up to 69% area increase. Thus,
we do not recommend the sleepy stack approach with single-V;;, when state-
preservation is not needed. Compared to the stack approach, which saves state,
the sleepy stack approach results in up to 120% area increase, but the sleepy
stack is up to 32% faster. Note that if we increase stack widths (thus decreasing
transistor resistances), we obtain the results shown in Table 2] In this case,
rather than improve, the stack approach shows increased leakage with a slight
improvement in delay!

As explained in Section Bl the zigzag, sleep and sleepy stack approaches are
also implemented using dual-V;;, technology. The main advantage of the sleepy
stack approach over the stack approach is that dual-V4;, technology can be effec-
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Table 1. Area, delay and power estimation (0.07.x)

A chain of 3 inverters Propagation delay (s) Static Power (W) Dynamic Power (W) | Area (u2)
Base case 4.61E-11 1.24E-08 6.56E-07 3.92
Stack 1.28E-10 9.89E-10 4.08E-07 4.48
Sleep 6.98E-11 2.40E-09 9.49E-07 8.00
ZigZag 5.99E-11 2.27E-09 1.05E-06 5.54
Sleepy Stack 8.75E-11 1.77E-09 6.35E-07 6.78
Sleep (dual Vth) 1.14E-10 4.32E-13 8.58E-07 8.00
ZigZag (dual Vth) 9.03E-11 3.84E-13 9.87E-07 5.54
Sleepy Stack (dual Vth) 1.38E-10 9.88E-13 4.88E-07 6.78
4-input multiplexer Propagation delay (s) Static Power (W) Dynamic Power (W) | Area (u2)
Base case 1.05E-10 1.72E-07 4.35E-06 50.17
Stack 3.39E-10 8.63E-09 3.43E-06 57.40
Sleep 1.56E-10 2.24E-08 3.66E-06 74.11
ZigZag 2.58E-10 1.41E-08 3.64E-06 74.36
Sleepy Stack 2.58E-10 1.51E-08 3.64E-06 125.33
Sleep (dual Vth) 2.35E-10 5.03E-12 3.73E-06 74.11
ZigZag (dual Vth) 3.97E-10 7.54E-12 3.43E-06 74.36
Sleepy Stack (dual Vth) 3.97E-10 8.19E-12 3.43E-06 125.33
4-bit adder Propagation delay (s) Static Power (W) Dynamic Power (W) | Area (u2)
Base case 2.91E-10 1.81E-07 1.52E-05 22.96
Stack 8.89E-10 9.25E-09 1.24E-05 30.94
Sleep 4.11E-10 1.69E-08 1.54E-05 30.94
ZigZag 4.06E-10 1.20E-08 1.47E-05 27.62
Sleepy Stack 6.79E-10 1.50E-08 1.31E-05 65.88
Sleep (dual Vth) 6.20E-10 3.31E-12 1.61E-05 30.94
ZigZag (dual Vth) 6.15E-10 4.92E-12 1.47E-05 27.62
Sleepy Stack (dual Vth) 1.03E-09 1.88E-11 1.22E-05 65.88

Table 2. Area, delay and leakage power with various stack width (a chain of 3 inverters,
0.07u)

Base case | Stack (1X) | Stack (2X) [ Stack (3X) | Stack (4X) [ Sleepy stack (single Vth) | Sleepy stack (dual Vth)
Area (1) 3.92 4.48 5.37 6.27 7.17 6.78 6.78
Delay (S) | 4.61E-11 | 1.28E-10 | 1.14E-10 | 1.10E-10 | 1.07E-10 8.75E-11 1.38E-10
Leakage (W)| 1.24E-08 | 9.89E-10 [ 1.98E-09 | 2.97E-09 | 3.96E-09 1.77E-09 9.88E-13

tively applied to the sleepy stack, resulting in three orders of magnitude reduc-
tion in leakage when compared to the stack approach as seen in Figs.[@(a), [0[a)
and [[Ila) with small (7~17%) associated increases in delay. Not surprisingly,
the sleepy stack approach has 50~120% larger area as compared to the stack
approach. Therefore, our sleepy stack approach with dual-V;;, can be used where
state-preservation and ultra-low leakage power consumption are needed and are
judged to be worth the area overhead.

One observation we notice from the results is that none of the approaches
shows the best result in all criteria. Designers need to choose an appropriate tech-
nique for a given technology and a particular chip. Our sleepy stack approach
provides a new low-power VLSI design technique to achieve significant leakage
power reduction in deep sub-micron while achieving either (i) saving of state (un-
like sleep and zigzag) or (ii) lower delay than a straightforward stack approach.
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6 Conclusions

In nanometer scale CMOS technology, subthreshold leakage power consumption
is a great challenge. Although previous approaches are effective in some ways, no
perfect solution for reducing leakage power consumption is yet known. Therefore,
designers choose techniques base upon technology and design criteria. Our novel
sleepy stack, which combines the sleep and the stack approaches, is proposed as
a new choice for logic designers. Furthermore, the sleepy stack is applicable to
single and multiple threshold voltages. In conclusion, the sleepy stack combine
some of the advantages of sleep transistors — most notably the effective use of
dual-V4j, technology — with some of the advantages of the stack approach — most
notably the ability to save state. As such, the sleepy stack approach represents
a new weapon in the VLSI designer’s repertoire.
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