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ACKNOWLEDGMENTS

The research work presented in this manuscript has been donepartly in Metz (Laboratoire

FEMTO-ST/GTL-CNRS Telecom) and in Atlanta (Optical Networking ResearchGroup,

Georgia Institute of Technology). First, I would like to thank Jean-Pierre Goedgebuer for

welcoming me to his lab and making me work under the thoughtful supervision of Marc

Hanna to whom I am deeply grateful for his support, insightful guidance, enthusiasm, un-

derstanding and encouragement during all these years. I also want to thank my co-advisors,

Professor John Barry and Gee-Kung Chang, who made my Ph.D work apositive and mem-

orable experience. I would like to thank the members of my committee, Professors Steve

McLaughlin, William Rhodes, Gisele Bennett, and Michael Chapman for their advice.

During these years, I met many persons now dear to me for very different reasons:

Alexandre Soujaeff for our jazz listening/green tea sessions at le Port Saint-Marcel, before

he leaves for Japan, Xavier and Lydie Bavard, for supporting and always being there for me,
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SUMMARY

There has recently been a renewed effort to develop coherent optical communica-

tion systems. In particular, differential phase-shift keying (DPSK), which does not require

a local oscillator to perform decoding, is the focus of the attention and is perceived to be

the promising candidate for future optical communication systems updates. This moti-

vates us to exploit DPSK in wavelength-division multiplexed systems. First, modulation

formats based on phase show an increased robustness to nonlinear impairments such as

cross-phase modulation (XPM) and nonlinear polarization rotation, primarily because the

time dependence of the optical power is deterministic and periodic. Second, coherent for-

mats allow a higher spectral efficiency since both in-phase and quadrature dimensions of

the signal space are available to encode information. Optical phase is also used in intensity-

modulated direct detection systems as an extra degree of freedom, for example to provide

better resistance to intrachannel four-wave mixing (FWM) orto increase spectral efficiency

in duobinary modulation. Finally, phase modulation outperforms its intensity counterpart

in terms of sensitivity since a 3 dB improvement can be achieved when balanced detection

is used. Nevertheless, DPSK-based formats show a different behavior to noise accumulated

along the propagation. Noise-induced power fluctuations are converted into phase fluctu-

ations by the Kerr effect and become a penalty source that limits the transmissionsystem

reach. In this context, there have been intense research activities for evaluating phase un-

certainties, but the previous studies assume an analytically determined pulse shape and a

constant-dispersion optical link that is far from reflecting the actual and future structures

of transmission lines. The objective of the proposed research is to investigate new and

more efficient techniques in numerical evaluation and experimentalmeasurement of phase

jitter impact on more general communication systems, including dispersion management,

filtering, and spectral inversion schemes.
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CHAPTER 1

INTRODUCTION

1990: 1 Tbit/month,

2000: 35000 Tbit/month.

These two figures give an idea of the huge amount of data carried by the American

backbone networks. It gives us perspectives on the challenges that the optical telecom-

munications industry had to face in the last ten years and will have to face in the future.

Approximately doubling each year, the data traffic seems to follow an evolution comparable

to Moore’s law for semi-conductors. In this constant quest toward more and more efficient

systems, wavelength-division multiplexing (WDM) has emerged as the enabling technique

for the design of transmission lines with impressive capacities. In this context, each in-

formation channel is associated with a particular wavelength before being multiplexed and

transmitted. Nevertheless, the usable range of wavelength(about 160 nm) is limited by

optical amplification technology. The system is also limited by other constraints. During

its propagation in the optical fiber, the signal is impaired by many factors that interact in

a complex way: the chromatic dispersion, the nonlinear effects, and the amplified sponta-

neous emission (ASE) noise that occurs in optical amplifiers. Systems designs and their

optimizations rely on fine trade-offs to minimize their deleterious consequences on the de-

tected signal.

There has recently been a renewed effort to develop coherent optical communication

systems, particularly differential phase-shift keying (DPSK) [4–6], which does not require

a local oscillator to perform decoding. The motivation to use DPSK in wavelength-division

multiplexed systems is two-fold. First, modulation formats based on phase show an in-

creased robustness to nonlinear impairments such as cross-phase modulation [7] (XPM)

and nonlinear polarization rotation [8], mostly because the time dependence of the optical
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power is deterministic and periodic. Second, coherent formats may allow a higher spec-

tral efficiency [9] since both in-phase and quadrature dimensions ofthe signal space are

available to encode information. Optical phase is also usedin intensity-modulated direct

detection systems as an extra degree of freedom, for exampleto provide better resistance to

intrachannel four-wave mixing [10] (FWM) or to increase spectral efficiency in duobinary

modulation.

Nevertheless, the physical mechanism that limits performance in coherent systems is

amplified spontaneous emission (ASE) noise-induced phase jitter [11]. Analytic deriva-

tions of the phase uncertainty for soliton systems were carried out using perturbation the-

ory and the variational method. These studies assume an analytically determined pulse

shape and a constant-dispersion optical link [12, 13]. These considerations motivated our

research. Our objective is to investigate new and more efficient techniques for evaluating

the impact of phase jitter on a more general communication system, including dispersion

management, filtering, and/or midlink spectral inversion.

In Radio-Frequency (RF) communications, continuous phase modulated formats have

already shown that they were spectrally efficient and tolerant to nonlinearities. However,

they have not been implemented for optical communications yet and represent a potential

candidates for the upgrade of WDM systems. On-Off signalling has always been used in

phase-modulated systems resulting in abrupt switchings inthe time domain that translate

into large spectral side lobes outside of the main spectral band. We present the first imple-

mentation of a partial response optical continuous phase-modulated (CPM) system based

on a 3 level (duobinary) phase response.

This manuscript is divided into 3 chapters. The first one introduces the basic notions

of optical fiber communications from the ”simple” propagation medium to the full trans-

mission line and its latest developments. The second chapter presents and further analyzes

the main limitation of coherent modulation format: phase jitter. In particular, we propose
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a semi-analytic approach that is valid for arbitrary pulsesin dispersion-managed (DM) op-

tical links following the methodology presented in [14]. This approach is validated by

comparison with direct Monte Carlo simulations. We also characterize the impact of phase

jitter on WDM transmissions and propose a new method for its measurement. Finally,

the last chapter details the study and the experimental characterization of a novel modu-

lation format based on phase modulation and duobinary signalling. Its performances are

compared to its conventional counterparts in a 10 Gb/s recirculating loop experiment.
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CHAPTER 2

OPTICAL COMMUNICATIONS SYSTEMS

The objective of this chapter is to give a general description of optical communications

systems by starting from their basic elements, the optical fiber, then presenting the differ-

ent techniques and concepts that allow the design of transmission lines and more general

systems.

2.1 Optical fiber: transmission medium
2.1.1 Attenuation

Optical fiber is a suitable medium to transmit information inmodern communication sys-

tems. Although the physical principles at the origin of the light confinement in the core

of the fiber have been known from the XIX century, the field has only recently developed

because of the refinement in the fiber fabrication process. Several factors play a role in the

attenuation of this medium:

• the intrinsic absorption of the silica: if UV and IR vibrational resonances don’t ab-

sorb much between 0.2 and 2µm, residual impurities can lead to non negligible

absorption levels. In particular, OH ions give the typical attenuation curve of the

90’s (Figure 1) with two peaks at 1.23 and 1.4 µm. The constant improvement in the

technique and fabrication process got rid off this constraint. Optical fibers were able

to transmit from 1.26 to 1.62 nm with attenuations less than 0.5 dB/km.

• Rayleigh scattering: coming from the local variations of therefraction index, this

effect proportional toλ−4 is dominant at shorter wavelengthes and scatters the light

in all directions. It gives the attenuation shown in dashed lines on Figure 1.
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Figure 1. Attenuation of a single mode fiber. The solid line represents the typical shape observed in the
90’s, the dashed line represents the actual shape.

The relation existing between the optical power transmitted at distancezand the power

initially injected defines thelinear attenuation of the fiberα

P(z) = P(0).e−αz (1)

α is usually expressed in dB/km according to

αdB = −
10
z

log(
P(z)
P(0)

) =
10

ln 10
α . (2)

Nowadays, attenuation of standard fibers is about 0.2 dB/km at 1.55 µm, where it

reaches its minimum value. One should also consider the losses due to microcurves and

splicing.

2.1.2 Chromatic dispersion

The response of a dielectric medium to an electro-magnetic wave depends on its frequency

ω. The medium is said to be dispersive and its refraction indexvaries with wavelength. This

property will play a crucial role in the propagation of shortoptical pulses because their

different spectral components will travel at different speeds
c

n(λ)
, modifying their initial

profile in the time domain. The resulting pulse broadening induces symbol interferences

which limit the total reach of the communication system.
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For a quasi-monochromatic wave centered at pulsationω0, the dispersion effects are

mathematically expressed by developing its wave vectorβ(ω) aroundω0

β(ω) = n(ω)
ω

c
= β0 + β1(ω − ω0) +

1
2
β2(ω − ω0)

2 +
1
6
β3(ω − ω0)

3 + ... (3)

whereβi =
(

diβ

dωi

)

ω=ω0
.

The pulse envelop propagates at group velocityvg =
1
β1

whereas the coefficientβ2 represents

the dispersion of this group velocity. Chromatic dispersionis often expressed by way of

the dispersion parameterD = dβ1
dλ

D =
dβ1

dλ
= −2πc
λ2
β2. (4)

D is usually expressed inps/(nm.km) andβ2 in ps2/km. According to the sign of D, one

can distinguish between normal dispersion (D < 0 or β2 > 0) –the red wavelengthes are

travelling faster than the blue ones– and anormal dispersion. Single mode fibers (SMF)

have zero dispersion around 1.31 µm. It is not the case in the 1.55 µm window where the

attenuation is minimum. Nevertheless, there exists other types of fibers whose character-

istics have been modified to have a dispersion profile different than the one of pure silica
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(Figure 3). We have fibers with

• zero dispersion (DSF,Dispersion Shifted Fiber) or small dispersion (NZ-DSF,Non-

Zero Dispersion Shifted Fiber) around 1.55 µm. The advantage of NZ-DSF lies in

the considerable reduction of the nonlinear effects that require phase matching like

FWM (four-wave mixing).

• constant dispersion over a large window (DFF,Dispersion Flattened Fiber).

 

900 1000 1100 1200 1300 1400 1500 1600

Wavelength (nm)

D
is

p
e

rs
io

n
  

p
s
/(

k
m

.n
m

)

SMF

DSF

DFF

-20

0

20

40

60

-40

-60

-80

-100

-120

Figure 3. Dispersion profile of various type of fiber. SMF: single mode fiber, DSF: dispersion shifted
fiber, DFF: dispersion flattened fiber.

2.1.3 Nonlinear effects

The goal of this paragraph is to present the different phenomena occurring in a fiber where

high optical powers are confined in 50 to 65µm2. In this case, the response of the dielectric

medium to this intense electro-magnetic field is nonlinear.We will make the distinction

between inelastic and elastic nonlinearities whether there is respectively an exchange of

energy with the medium or not.

2.1.3.1 Electro-magnetic description:

In a dielectric medium where an external electric field is applied, the effective electric field

D(r ,t) is linked with the apparition of elementary bipolar moments p(t) induced by the
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opposite movement of the equilibrium positions of the linked charges. The macroscopic

polarization fieldP(r ,t) is the average bipolar moment per volume unit. The nonlinear

response of the medium is expressed by a nonlinear polarization fieldP which satisfies the

development

P = ǫ0χ(1) × E + ǫ0χ(2) × EE + ǫ0χ(3) × EEE + ... (5)

whereχ(i) is a (i + 1)th order tensor.

The amorphous characteristic of silica makes all the even order of nonlinear polariza-

tions zero. In particular,χ(2) = 0 and we will consider the terms of higher than the 3rd order

as negligible. We then have

P = ǫ0χ(1) × E
︸     ︷︷     ︸

PL(r ,t)

+ ǫ0χ
(3) × EEE

︸          ︷︷          ︸

PNL(r ,t)

. (6)

Although χ(3) is small, it will be responsible for most of the nonlinear effects occur-

ring during the electric field propagation. Highly confined in the core of the fiber, it will

create high power densities. Moreover, the large interaction distances (around 20 km for a

0.2 dB/km attenuation) play a key role in the manifestation of the nonlinear effects.

2.1.3.2 χ(3) effects: the optical Kerr effect

Theχ(3) coefficient is at the origin of the 3 main elastic nonlinear effects:

• Self phase modulation (SPM)

• Cross phase modulation (XPM)

• Four wave mixing (FWM)

Considering the propagation equation directly derived fromthe Maxwell equations

∆E − 1
c2

∂2E
∂t2
− µ0
∂2P
∂t2
= 0 , (7)

we can also write according to Equation (6)

∆E − 1
c2

(1+ χ(1)).
∂2E
∂t2
− µ0
∂2PNL

∂t2
= 0. (8)
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Using the approximation of a slowly varying envelope,E is written as

E(r , t) =
1
2

[

E(r , t) .e− jω0t + c.c
]

x (9)

where E(r ,t) is slowly depending on time when compared with the optical period andx the

polarization direction. One obtains the same type of expressions forPL(r , t) andPNL(r , t):

PL(r , t) =
1
2

[

PL(r , t) .e− jω0t + c.c
]

x (10)

PNL(r , t) =
1
2

[

PNL(r , t) .e− jω0t + c.c
]

x (11)

When (9) is substituted in (6) with the hypothesis of an instantaneous nonlinear response,

the expression ofPNL(r , t) contains two terms oscillating atω0 and 3ω0. The last term

requires phase-matching which is difficult to satisfy in the fiber. It will later be neglected.

Using (11),PNL(r , t) is given by

PNL(r , t) ≈ ǫ0ǫNLE(r , t) (12)

where the nonlinear contribution to the dielectric constant is defined by

ǫNL =
3
4
χ(3)

xxxx |E(r , t)| 2 . (13)

Obtaining the propagation equation for the slowly varying envelopeE(r , t) in the frequency

domain is not possible in general becauseǫNL depends on the intensity. As the nonlinear

effects are weak, the nonlinear polarizationPNL is considered as a small perturbation for the

total induced polarization. This approach allows us to viewǫNL as a constant when deriving

the propagation equation. SubstitutingPNL(r , t) in (8) and taking the Fourier transform, we

have

∆Ẽ − ǫ(ω)
ω2

c2
Ẽ = 0 (14)

where the dielectric constantǫ(ω) is defined byǫ(ω) = 1+ χ(1)
xx(ω) + ǫNL.

The refraction index also depends on the intensity:

n = nL + n2|E| 2 avecn2 =
3
8n
Re{χ(3)

xxxx}. (15)
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The propagation equation is solved by searching a separatedvariables solution of the fol-

lowing form

Ẽ(r , ω) = F(x, y) Ã(z, ω) .ejβ0z . (16)

Neglecting dispersion, the perturbation theory gives the evolution of the slowly varying

envelopeA(z, t) to the first order [15]

∂A
∂z
− jγ|A|2A = 0 (17)

with γ =
n2ω

Ae f f c
andAe f f being the fiber effective mode area.

2.1.3.3 Self phase modulation (SPM):

Mathematically, the solution of (17) is

A(z, t) = A(0, t) .e− jγ|A(0,t)|2 z. (18)

During the propagation, the time dependence of the electricfield intensity |E|2 induces,

via the nonlinearity of the refraction indexn, a phase shift proportional to|E|2, hence the

name of self phase modulation to describe this phenomenon. The instantaneous frequency

–proportional to the derivative of the phase with respect totime– is also depending on time

ν(z, t) ∼ ∂φNL

∂t
= γ z.

d|A(0, t)| 2
dt

, (19)

and we observe its shift called chirp. The chirp respectively consists in a red/blue fre-

quency shift at the beginning/end of the optical pulse. In other words, the SPM effect is

a parasite frequency modulation which increases/decreases the instantaneous frequency at

the rising/trailing edge of the pulse (Figure 4).
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Figure 4. SPM effect on a short pulse.

The chirp results in a broadened optical spectrum. The broadening is increased with

distance and the briefness of the optical pulse. This effect is represented on Figure 5 when a

picosecond Gaussian pulse (20 ps at half width maximum) witha high peak power (6 mW)

is launched in a DSF fiber.
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Figure 5. SPM effect on a picosecond Gaussian pulse propagating in a DSF fiber with nonlinear index
n2 = 3.10−20 m2/W.
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2.1.3.4 Cross phase modulation (XPM):

In the case where chromatic dispersion is neglected, the fiber can couple two signals which

have different wavelengths or polarizations without any energy transfers between them. In

the case of two different wavelengths, the XPM effect occurs because the refraction index

n1 effectively seen by the electric fieldE1 in the nonlinear medium not only depends on its

intensity but also on its neighborE2 propagating with him at the same time

n1 = nL + n2( |E1| 2 + 2 |E2| 2 ) . (20)

The factor 2 in the last equation shows that, with equal intensity, XPM is twice as effective

as SPM. The XPM effect is revealed by the pump/probe technique [16] in which the distor-

tion level induced by a modulated channel (pumpλpump) on its constant intensity neighbor

(probeλs). The XPM-induced phase modulation is converted into an intensity modulation

through the fiber chromatic dispersion after 5 spans of 60 km of SMF exactly compensated

by 12 km of DCF (β2 = 108.5 ps2/km). The two channels are 50 GHz spaced.
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Figure 6. XPM effect on a non-modulated signal.

In the case where the two signals have the same wavelength butorthogonal polarizations

Ex andEy, the fiber shows a nonlinear birefringence. It affects the refractive index seen by

Ex as follow

nx = nL + n2( |Ex| 2 +
2
3
|Ey| 2) . (21)
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2.1.3.5 Four wave mixing (FWM):

Four wave mixing is the intermodulation product resulting from the interaction of several

fields at different frequencies. In general, two fields called pumps interact with a third one

called signal. When two pump photons are annihilated, two photons are created: the first

one at the signal frequency, the other one at a complementaryfrequency called idler (Figure

7 a). In a WDM context, this resulting power transfer impairs the transmission since it

produces a crosstalk between the channels [17]. Nevertheless, this process requires a phase-

matching condition that is not spontaneously satisfied whenthe local chromatic dispersion

is non zero. For this reason (Figure 7 b), FWM will not be the dominant nonlinear effect in

our study.
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Figure 7. (a) FWM effect in the spectral domain after the propagation of the signal and the two pumps
in DSF fiber (b) FWM efficiency as a function of the channel spacing for various dispersion values.

However, it is exploited in various applications such as frequency conversion, demulti-

plexing or parametric amplification. Finally, phase conjugation is an inherent property of

FWM which is particularly useful [18–20]. It will later be studied in section 3. A pumpAp

and a signalAs respectively at frequenciesωp andωs are injected into a DSF fiber whose

zero dispersion wavelength matches the pump frequency. In this case, the phase-matching

condition

kc = 2kp − ks aveckj =
n(ω j)ω j

c
, (22)

wherekj is the wave vector of the optical field at frequencyω j, is approximately verified
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and the fiber nonlinearity generates the conjugated signalAc at frequencyωc = 2ωp−ωs [21]

according to

dAc

dz
= −α

2
Ac + γ|Ap|2A∗s . (23)

The power converted into the phase conjugated signalAc (Figure 8) is proportional to

the signal power and to the square of the pump power.
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Figure 8. Optical spectrum measured at the output of a DSF fiber after nonlinear interaction of a signal
and a pump (resolution of the spectrum analyser: 0.1 nm).

2.1.3.6 Inelastic nonlinearities: interaction of the optical field with the medium

We will now focus on the nonlinear effects resulting from the interaction of the optical field

with the propagation medium. Through inelastic stimulatedscattering, an incident photon

(pump) is converted to a new photon (Stokes wave) with a lowerfrequency, hence a lower

energy. The difference in energy is transmitted to the medium through an acoustic wave

(phonon). According to the acoustic or optical nature of thephonon, one distinguishes two

effects occurring when the incident light exceeds a given threshold for each effect:

• Stimulated Brillouin scattering: it occurs when an acousticphonon is emitted. In

this case, the Stokes wave is generated at an 11 GHz lower frequency, mainly in the

opposite direction of the pump. This means that the fiber output power no longer
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varies linearly with the incident power but reaches a threshold beyond which the

excess is entirely reflected1. This retro-scattering has a narrow bandwidth (up to

10 MHz around 1.55 µm) which only concerns intense continuous sources2. In our

work, as the pulse width is inferior to 1 ns, the required power to get a significant

scattering is not confined in this band, therefore we neglectthis effect.

• Stimulated Raman scattering (SRS): it occurs when an optical phonon is emitted.

In this case, the generated Stokes wave, co- or contra-propagative, is produced a

frequency 13 THz lower than the pump one. If the bandwidth of this effect is greater

(around 7 THz), it will only impact the propagation if the spectrum of the pulses is

greater than 13 THz: for intense pulses shorter than 1 ps – in this case the blue part

of the signal acts as a pump for its red part – or if the spectrumcontains wawelengths

spaced by this interval.

2.1.3.7 Polarization mode dispersion (PMD):

Amorpheous by nature, silica does not show any birefringence. Nevertheless, the increase

in the transmission bit rate made the problem related to polarization mode dispersion ap-

pear because in practice, many factors (mechanical or thermal constraints . . . ) disrupt the

symmetry of the fiber which guaranteed the propagation of a fundamental mode degener-

ated in polarization. The fiber is then assimilated to a birefringent medium which locally

has two orthogonal polarization states with different group velocities. A pulse will prop-

agate though those two axes with different group velocities. The differential group delay

(DGD) ∆τ between the two modes (Figure 9) results in a time broadeningat the detection.

In opposition to chromatic dispersion, stable and perfectly known, PMD has a random evo-

lution in time. One can show that the average DGD increases with the square root of the

fiber length [22]. The specifications of some commercial fibers are given in Table 1.

1In actual fibers, the threshold is about 10 mW but can largely be increased if the pump spectrum is spread.
2It has been the case for the pump used to perform the phase conjugation shown on Figure 8 to get a

higher efficiency.
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Table 1. Parameters of different comercial fibers at 1550 nm according to [1].

D S α0 Ae f f PMD
Fiber Manufacturer ps/(km.nm) ps/(km.nm)2 dB/km µm2 ps/

√
km

TrueWave RS Lucent 4.5 0.045 0.22 55 < 0.1
LEAF Corning 4.2 0.09 0.22 72 < 0.1

TeraLight Ultra Alcatel 8 0.052 < 0.22 63 < 0.04

Standard Lucent, Corning 16.9 0.055 0.23 87 < 0.1
Furukawa

Under-sea Lucent −3.1 0.05 0.215 50 < 0.1

Deeplight Pirelli −2.2 < 0.12 < 0.23 70 < 0.1

Teralight Metro Alcatel 8 0.058 < 0.25 63 < 0.08

DCF Lucent −100 −0.22 0.5 20 < 0.25
WB-DCF Lucent −95 −0.33 0.5 19 < 0.25
HS-DCF Lucent −100 −0.67 0.68 15 < 0.25
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2.1.4 Propagation

After the review of the different phenomena occurring in the fiber, we will derive the equa-

tion governing the propagation of the electric field envelope in this medium starting from

the dispersion equation

k =
nω
c

with n(ω) = nL(ω) + n2(ω) . |E| 2 . (24)

For a wave packet which central frequencyω0 travels at the speedvg =
[
∂ω
∂k

]

ω0
, we can

write the following limited development

k(ω) = k0+

[

∂k
∂ω

]

ω0

. (ω − ω0)+
1
2

[

∂2k
∂ω2

]

ω0

. (ω − ω0)
2
+o

(

(ω − ω0)
2
)

+

Non Linarit
︷      ︸︸      ︷

∂k0

∂|E|2 . |E|
2 (25)

which gives

K = k− k0 ≃ k
′

0 . (ω − ω0) +
1
2

k
′′

0 . (ω − ω0)
2
+
∂k0

∂|E|2 . |E|
2. (26)

• k
′

0, k
′′

0 can be computed using (24).

• ∂k0

∂|E|2 =
[

∂k
∂|E|2

]

ω=ω0

=

[
ω

c
n2(ω)

]

ω=ω0

=
ω0

c
n2(ω0).

DefiningΩ asΩ = ω − ω0, we get

K ≃ k
′

0Ω +
1
2

k
′′

0Ω
2 +
ω0

c
n2(ω0) . |E|2. (27)

With the classical time-frequency equivalence






K ∼ − j
∂

∂z
(28)

Ω ∼ + j
∂

∂t
, (29)

we write the equality between operators

− j
∂

∂z
≃ k

′

0 j
∂

∂t
− 1

2
∂2

∂t2
+
ω0

c
n2(ω0) . |E|2 (30)
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and apply it to the complex amplitudeE(z, t)

j

[

∂

∂z
+ k

′

0

∂

∂t

]

E − 1
2

k
′′

0

∂2E
∂t2
+
ω1

c
n2(ω0) . |E|2E = 0. (31)

If we write the last equation in the referential which moves at the average group veloc-

ity (τ = t − k
′

0z), we get the propagation equation on the form used in [15] andwhich

corresponds to the nonlinear Schrödinger equation

∂A
∂z
+

i
2
β2
∂2A
∂t2
− iγ|A|2A = 0 (32)

where A is the slowly varying complex envelope of the electric field,β2 andγ are previously

defined.

If this equation takes the dispersion and SPM effects into account, it implicitly supposes

a lossless medium and is therefore not valid in many situations. That is why a generalized

Schr̈odinger equation is defined. In the limit of our experimentalwork, it includes the terms

coming from the optical amplification (gaing, noiseF̂(z, t)), the third order dispersion (β3)

and the optical filtering caracterized by the filtering factor b(z). We will later derive this

factor from the characteristics of filter

i
∂A
∂z
− 1

2
[

β2(z) − ib(z)
]

.
∂2A
∂t2
+
β3

6
∂3A
∂t3
+ γ(z) |A|2A = i g(z) u+ F̂(z, t) . (33)

Depending on the the shape of the optical pulse and the operating wavelength, chro-

matic dispersion and SPM can take different signs. It suggests the existence of a state

where the SPM would balance the chromatic dispersion effects. The Kerr effect would

maintain in phase the different frequency components broadened by dispersion. This is

realized in the abnormal regime where the dispersion tends to lead back to the pulse center

the frequencies created by the Kerr effect at its sides (Figure 10). Stable solutions to (32)

rise from this equilibrium and are called solitons.
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Anomalous dispersion

Self phase modulation

Figure 10. Soliton, produced by the interaction between theKerr effect and the chromatic dispersion.

In the literature, another form for the NLSE is often seen andis obtained by normalizing

Z =
z
z0

, T =
τ

τ0
, q =

√

n2ω1z0

c
E etz0 = −

τ20

k′′0
. (34)

This leads to a more condensed form often used in theoreticalstudies

j
∂q
∂Z
+

1
2
∂2q
∂T2
+ |q|2q = 0. (35)

2.1.5 Numerical simulations: the split-step Fourier algorithm

In simple cases, the inverse scattering theory (IST) provides analytical solutions for the

NLSE (32). Nevertheless, its complexity and its restrictedapplications compared to the re-

alistic models we want to study give the major role to numerical simulations done with the

split-step Fourier algorithm. Easily scalable (third order dispersion, higher order nonlinear

effects, filtering . . . ), this algorithm allows the prediction of the system performances and,

in our case, the validation of the different analytical approaches used. The idea [15] is to

consider the two majors impairments, SPM and dispersion, asindependent on an elemen-

tary distancedz. So one solves Equation (32) only considering the chromaticdispersion
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(∂A
∂z +

i
2β2

∂2A
∂t2 = 0), then only the Kerr effect (∂A

∂z − iγ|A|2A = 0). These two equations

are analytically solved in the Fourier domain, time domain respectively for the dispersive

and nonlinear parts. Mathematically, it is equivalent to computing the limited development

(h→ 0) of the exact solution

A(z+ h,T) = eh(D̂+N̂) A(z,T) (36)

of the NLSE expressed in the following form

∂A
∂z
= (D̂ + N̂) A (37)

whereD̂ andN̂ are the differential operators for dispersion and nonlinearity.





D̂ = − i
2
β2
∂2

∂t2
+

1
6
β3
∂3

∂t3
− α

2

N̂ = iγ|A|2.

(38)

For two non commutative operators, the Baker-Hausdorff formula is given by

eâ .eb̂ = eâ+b̂+ 1
2[â,b̂]+ 1

12[â−b̂,[â,b̂]]+... (39)

with [â, b̂] = âb̂− b̂â. To the first order, we geteâ · eb̂ ≃ eâ+b̂ and the first neglected term

1
2

[

â, b̂
]

=
1
2

h2
[

D̂, N̂
]

gives anh2 precision for the algorithm. In practice, the previous development is used to

provide a numerical expression forA(z+ h,T). The exponential is computed in the Fourier

domain according to

ehD̂ . B(z,T) = {F −1ehD̂(iω)F } B(z,T) (40)

The fast techniques available to compute the FFT make the split-step Fourier algorithm

faster than other methods such as finite differences. In the Fourier domain, the expres-

sion for D̂ is reduced to the computation of a complex number following the equivalence
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∂
∂t ←→ jω. The accuracy can easily be improved. Instead of computing the nonlinear then

the dispersion effects on a distanceh, one can use a symmetric version which consists in

first computing the dispersion effect on h
2, then applying the nonlinear effects onh before

computing the dispersion effects on the second halfh
2 according to

A(z+ h,T) ≃ e
h
2 D̂ .eN̂ .e

h
2 D̂ A(z,T). (41)

If the number of FFT to compute is doubled, one can show that the error is now proportional

to h3. We will use this modified algorithm in our work.

2.2 From the optical fiber to the transmission line

Until now, we have just focused on the description and the modeling of the physical phe-

nomena occurring in the fiber when an intense electric field ispropagating. In this para-

graph, the idea is to present the different technical solutions that allowed to get rid off some

physical constraints and limitations (attenuation, chromatic dispersion) . . . at least partially

and to propose the design of real transmission lines.

2.2.1 Optical amplification

2.2.1.1 Fiber-doped amplifier

Rare earth fiber-doped amplifiers appeared in the beginning ofthe 90’s [23]. They amplify

the optical signal using the stimulated emission of the ”rare earth” ions doping the core of

the fiber and that have previously been excited by a pump (Figure 11).

Isolator

Pump

Signal

Doped fiber   Optical

    filter
Amplified

   signal

Figure 11. Scheme of a fiber-doped amplifier.
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In the case of an erbium-doped fiber amplifier (EDFA), the energy from the pump oper-

ating at one of the absorption wavelengths of the erbium ion (980− 1480 nm) is absorbed.

The excited erbium ions are stimulated by any signal around 1.5 µm that is injected in the

fiber. The stimulated ion emits one photon which has the same state than the one which

returns to the fundamental state. At the same time, a spontaneous emission (SE) is gener-

ated in the fiber with or without the presence of any signal. This non desired contribution

is amplified by the same mechanism as the signal and gives riseto the amplified sponta-

neous emission (ASE) noise. The optical power emitted by spontaneous emission in the

frequency band∆ν is given by [24]

P = 2hν∆ν nsp(G − 1) (42)

whereG is the EDFA gain,h the Plank’s constant,ν the optical frequency andnsp the spon-

taneous emission factor which characterizes the excess noise with respect to the quantum

limit. The ASE impact is measured by the optical signal to noise ratio (OSNR) which is

defined as the ratio between the signal and the spontaneous emission noise power in a spec-

ified frequency band, usually 0.1 nm. Thanks to many advantages among which we can

cite

• the low insertion loss,

• the high gain,

• the large amplification bandwidth (more than 30 nm),

• the total independence of the amplification regarding the signal polarization state,

• the relatively low noise level,

• the transmission line transparency to the bit rate since thecomplex and expensive

receivers-regenerators using fast electronic circuits are suppressed,
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this type of amplifier has truly revolutionize optical communications. With the use of ED-

FAs, the transmission lines do not necessitate the conventional receivers which regenerate

the signal but whose number must be equal to the number of WDM channels used. Besides

the demultiplexing/multiplexing performed just before and after each repeater, the disad-

vantages in terms of cost and power dissipation made the implementation of WDM impos-

sible for undersea communication systems. Nevertheless, the EDFA gain non-uniformity

on the whole possible amplification band (Figure 12) makes its control critical. The im-

balance introduced on the channel power levels impairs the OSNR, thus the total possible

reach of WDM systems. This is why the design of EDFA includes gain equalization. This

can be done by optimized and dynamical filters (GEF,Gain Equalizing Filter).
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Figure 12. Experimental gain curves of an erbium-doped fiberamplifier (Kheopsys) used in chapter 4.

2.2.1.2 Raman amplification

The previous amplification technique requires the doping ofa fiber, used as the gain medium.

Another solution exists in which the gain is obtained in the fiber where the signal propa-

gates. The stimulated Raman scattering (SRS), presented paragraph 2.1.3.6, is the physical

phenomenon at the origin of the amplification. The optical signal is injected in the fiber
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with the pump, typically at a 100 nm shorter wavelength and gradually amplified along the

fiber (Figure 13).

Isolator

Signal
Fiber

 Amplified

   signal

   Pump Pump

Figure 13. Scheme of a Raman amplifier.

Although this effect has been known and studied for more than 30 years, the highpump

power needed to get a 10-15 dB gain (on the order of few hundreds of mW) and the interac-

tion length demanded delayed its practical use. Another reason was the arrival of EDFAs.

Nevertheless, Raman amplification is successfully used withultra-long haul undersea sys-

tems [25]. More powerful laser diodes are now available and the ability to amplify the

signal in low noise conditions is extremely important for those systems. Distributed along

the fiber, the Raman gain considerably improves the OSNR sinceat the end of a cell, the at-

tenuation of the optical power is less important (Figure 14). This improvement is typically

represented by an equivalent noise factorNFeq which would be the same as the amplifier

located at the end of the cell, producing the same gain and thesame contribution of spon-

taneous emission. So Raman amplifiers have a lower equivalentnoise factor than EDFAs

(NFeq ∼ −1.5 dB for a 15 dB gain) which are in principle limited to values higher than

3 dB. The margin gained on the OSNR could go up to 6 dB and could potentially be used

to increase the total transmission length.
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Figure 14. Attenuation of an optical signalλs with Raman amplification (contra-propagative pump,
λs = 1531.1 nm (solid line), λs = 1608.3 nm (dashed line)). The natural attenuation of the fiber is
represented in bold.

2.2.1.3 Hybrid amplification

For gain higher than 20 dB, the equivalent noise factor improvement of Raman amplifi-

cation is limited by the double Rayleigh retro-scattering. It imposes a limit on the usable

Raman gain which is no more sufficient to compensate for the fiber losses. This is the case

for terrestrial transmissions when the losses due to the dispersion compensation and the

add-drop multiplexing are taken into account. A low gain EDFA is usually added to the

Raman amplifier to overcome these limitations. The noise factor resulting from this hybrid

amplification is entirely determined by the Raman amplifier placed first. Optical amplifica-

tion is not only limited to the techniques previously presented. Parametric amplification is

an important example regarding the interest it provokes. Nevertheless, we made the choice

to not go into the details of an exhaustive list which is not relevant to our study and Figure

15 gives an idea of the bands covered by different technologies.
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Figure 15. Amplification bands covered by various amplification technologies (according to [2,3]).

2.2.2 Dispersion compensation

We have already underlined the limitations coming from the pulse broadening inherent to

the dispersive characteristic of the medium and proportional to the bit rate-distance product

B × L. This effect is certainly minimized around the zero dispersion wavelength (λZD ∼

1.31 µm) but, historically, the minimum for the fiber attenuation has fixed the use of the

1.55µm window. The maximum distanceL that can be reached is limited by [15]

L < [16|β2|B2]−1. (43)

Table 2 shows the dramatic impact of the dispersion on high bit rate transmissions if nothing

Table 2. Maximum transmission distance as a function of the line bit rate. The chromatic dispersion is
D=16 ps/(nm.km).

B (Gb/s) L (km)
2.5 500
10 30
40 2

26



is done to counteract the impairments. If we only take the dispersion effect in account in

the NLSE, we have
∂A
∂z
+

iβ2

2
∂2A
∂t2
= 0 . (44)

In the Fourier domain, the solution is

A(L, t) =
1
2π

∫ +∞

−∞
Ã(0, ω) .e

i
2β2Lω2−iωt dω (45)

whereÃ(0, ω) is the Fourier transform ofA(0,T) andL the length on whichβ2 is uniform.

During the propagation, each spectral component of the signal experiences the following

phase-shiftφs = β2Lω
2

2 . The idea is to introduce some DCF spans in or at the end of the

line to compensate for this phase shiftφs

β
(1)
2 L1 + β

(2)
2 L2 = 0 (46)

whereL1+L2 = L andβi
2 is thei

th
span parameter. With this condition, we can easily check

thatA(L, t) = A(0, t), which is equivalent to say that the shape of the initial pulse is reestab-

lished. This compensation allows to operate globally around the average zero-dispersion

for the whole line but keep a relatively high local dispersion, which reduces the timing jitter

at the receiver [26] (Gordon-Haus jitter [27]) caused by thenonlinear interaction between

the signal and the ASE noise from the optical amplifiers. Moreover, a high local dispersion

prevents the FWM from reaching a high efficiency [28, 29], which is very interesting for

WDM systems. Actual systems simultaneously include both dispersion (DM) and losses

managements [30] using dispersion maps (Figure 16).

Nevertheless, chromatic dispersion cannot be exactly compensated for all the channels

because of the wavelength dependence ofβ2. The central channel is the only one to exhibit

a zero average dispersion as represented on the dispersion map. The total accumulated

dispersion can exceed 1000 ps/nm for the extreme channels of a ultra-long haul (ULH)

WDM system. That is why pre and post-compensation techniquesare used at the trans-

mitter/receiver and DCF is added according to the need of each channel. The performance
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Figure 16. Dispersion management for the smallest, the highest and the central wavelengths of a WDM
system.

optimization as a function of the compensation parameters is represented on Figure 17.

The superposition of all possible trajectories for the signal during one bit period defines the

eye diagram. The eye opening is characterized by the heightP0 of the greatest rectangle

inscribed in it and is a fairly good indicator of the distortion experienced by the signal. The

eye opening penalty (EOP) expressed in dB is given by

EOP= −10 log

(

P0

2Pmoy

)

, (47)

wherePmoy is the signal average power.
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Figure 17. Pre/post compensation influence on the eye opening of a RZ signal (50%, 12 dBm) after
propagation (8× 80km, D=2 ps/(nm-km)). The residual dispersion per span is16ps/nm [1].
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2.2.3 Different types of transmission line

All the techniques previously presented allowed the designof various systems in response

to well defined problems. There is therefore no unique solution valid for all of them but

general trends emerge and their use is always particular to agiven application. This is

what is presented in this paragraph which is arbitrarily divided in terrestrial and undersea

systems. The performance of an optical communication system can be estimated with the Q

factor which represents the signal to noise ration (SNR) at the input of the receiver decision

circuits. Figure 18 shows the relation between the eye diagram –RZ eye diagram in this

case– and the Q factor defined by

Q =
| µ1 − µ0 |
σ1 + σ0

(48)

whereµ0 et µ1 are the means of logical ’0’ and ’1’ andσi their corresponding standard

deviation.

σ

µ

0

1

σ
µ

0

1

Decision threshold

Figure 18. Q factor is defined from the eye diagram (example ofan RZ signal).

The knowledge of the ideal Q factor is very useful as a starting point to estimate the

design margins. Marcuse expressed it as a function of the OSNR [31] estimated with (49).

Zyskind shows in [32] that the OSNR of a system consisting ofNamp amplifiers withPout

output power per channel (soNamp fiber spans having eachLLossdB loss) is given by

OS NR(dB) = 58+ Pout − LLoss− NF − 10 log(Namp) (49)

whereNF is the noise figure of the amplifiers. For high gains, one can show thatNF ∼

2nsp [24]. The formalism introduced by Marcuse can be modified to take several factors
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into account such as the pulse shape or the finite transmitterextinction ratior. For non-

return to zero (NRZ) data, the Q factor is given by

Q =
γS NR

√

B0
BE

√

1+ 2γS NR(1+ r
1−r ) +

√

1+ 2γS NR r
1−r

, (50)

where

γ =
2(1− r)

1+ r
, (51)

with BE andB0 the electrical and optical bandwidth of the receiver.

2.2.3.1 ULH Terrestrial transmissions

From the first tests performed in 1977, optical communication systems have constantly

evolved. The transmission window has progressively moved from 0.85µm to 1.30µm,

zone where the chromatic dispersion of standard fibers is almost zero, then to 1.55µm

where their attenuation is minimum. This third generation has been commercialized since

1991. From then, technical improvements (DFB sources (Distributed FeedBack DFB) with

narrow linewidth, the development of fibers with inversed dispersion, the use of dispersion

management, the improvement of the optical amplification technology, the compensation

of PMD, and the implementation of error correcting codes) pushed the limits further in

terms of bit rate, distance between amplifiers and/or total distance. Figure 19 represents

the structure of a modern terrestrial line.
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2.2.3.2 Undersea transmissions

Undersea transmissions are used for intercontinental communications. Their design is a

great technical challenge to reach a 25 year lifetime with a great reliability (at most 3

breakdowns in operation). For example, Table 4 gives the required margins for a 6000 km

transatlantic line consisting of 32 channels at 10 Gb/s. The key parameters are the ampli-

fier spacing, the total input power in the fiber and the dispersion management of the line

(Table 3).

Table 3. Parameters used in the design of a transatlantic line.
Total distance 6000 km

Amplifiers spacing 50 km
Number of amplifiers 60

Amplifiers gain 10 dB
Total input power 11 dBm

Amplifiers noise factor 4.5 dB
Channel spacing 75 GHz

Amplifiers bandwidth 19 nm
Dispersion management cell 500 km

Dispersion slope 0.075 ps/km-nm2

Bit rate (23% FEC overhead) 12.3 Gb/s

To take all the impairments experienced by the line along itslife into account, different

margins are computed from
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• the ideal value of the Q factor computed with the transmission parameters thanks to

Equations (49) and (50),

• the minimum value required by the error correction (FEC,Forward Error Correction)

to get a 10−9 bit error rate.

Each improvement is built on to relax the constraints on the system at constant perfor-

mance. The use of a modulation format resistant to nonlinearities allows for example a

higher amplifier spacing or a lower channel spacing which reduces the costs or increases

the capacity of the line.

Table 4. Example of a margin budget allocated for a transatlantic line.

Parameter value (dB)

Ideal average Q factor 17.8

Estimated margins to face the different constraints:

Propagation losses1 4.3

Variations in the fabrication2 2

Time fluctuations of Q 1

Aging 1

Q end of life3 9.5

Required Q (imposed by the FEC threshold) 8.5

End of life margin4 1

1 Fibers nonlinearities, additional noise caused by the optical reflections and the imperfect

dispersion management . . .

2 It includes the fact that real components are made from imperfect industrial processes

3 Average Q value after subtracting the estimated margins from the ideal average Q value

4 End of life Q value after subtracting the required Q value
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2.3 Emission, detection and data processing

As the need for higher capacity systems is urging, the bit rate and the number of channels

still increase underlining the deleterious effects of chromatic dispersion and both intra and

inter-channel nonlinearities. In this context, the use of efficient modulation formats, more

robust to these limitations and allowing a higher channel spacing, and correcting codes

becomes decisive to find an optimal setup.

2.3.1 Modulation formats

Besides the technical simplicity desired in the transmitterdesign, another important pa-

rameter determines the optimal choice for the modulation format used in a given line: the

spectral efficiencyη.

η =
B
νc

(Bit/s/Hz) (52)

where B is the bit rate andνc the channel spacing (Table 5). According to the modulation

format, the optical spectra have different shape and bandwidth. Moreover, the symbol in-

terference introduced by optical or electrical filtering isvarying from one format to another.

The ability to reach a high spectral efficiency by multiplexing many channels is therefore

dependent on the modulation format used.

Table 5. Spectral efficiency for various systems.

B (Gb/s) Channel spacing (GHz)Spectral efficiencyη (%)
2.5 100/50/25 2.5/5/10
10 200/100/50 5/10/20
40 200/100 20/40

2.3.1.1 NRZ, RZ

The basic modulation formats in use in commercial systems (NRZ and RZ) rely on an

intensity modulation coupled to a direct detection (IMDD,Intensity Modulated Direct De-

tection). They are defined by their pulse shape and their duty cycle
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d =
TI

TB
(53)

whereTI is the pulse width andTB the bit slot.

NRZ is easy to generate and its spectral width allows a 2.5× B channel spacing. RZ is

more difficult to generate because it requires an additional modulator to perform the pulse

carving. Its spectrum is larger than NRZ (Figure 20) and only allows a 3 to 4× B channel

spacing depending on the duty cycle. Nevertheless, RZ shows outstanding resistance to

nonlinear effects which makes it a good candidate for submarine systems. Each symbol ’1’

is virtually independent of its neighbors and thus experiences the same nonlinearity. On

the contrary a sequence of ’1’ in NRZ creates a continuous power which is unstable at its

edges. Long distances have been reached for a single channelin lab experiments. However,

• its larger spectral width does not allow a dense multiplexing: 10 Gb/s with 25 GHz

channel spacing leads to better performances with NRZ [33].

• It also suffers from a low dispersion tolerance.
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Figure 20. NRZ and RZ modulation formats.
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Remark: For each format cited, we give a scheme leading to its experimental implementa-

tion. The Mach-Zehnder modulator (MZM) output is determined by the bias tension (Bias)

and by the nature and amplitude of the driving RF signal. For NRZ, as the signalsNRZ(t)

has aVπ amplitude (App) and the bias isVπ
2
, the operating point is at the center of the MZM

Power-bias characteristic and the optical output is eithera ’0’ or a ’1’.

2.3.1.2 Modified RZ formats
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Figure 21. CRZ, CSRZ and APRZ modulation format.

Several formats have been proposed as an alternative for theconventional RZ (Fig-

ure 21).

• CRZ,Chirped RZ: one of the most used, it consists of an additional phase modulation

driven by aB GHz clock [34]. CRZ spectrum is even wider than the RZ one, which

limits its capacity. Nevertheless, its higher resistance to nonlinear effects guaranteed
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its use in 10 Gb/s submarine systems [35].

• CS-RZ,Carrier Suppressed RZ: it is initially used in 40 Gb/s terrestrial systems [36].

The data is encoded on the pulse intensity whereas the phase systematically alternates

between 0 andπ. The average electric field is therefore null and the spectrum does

not have any carrier. The detection is performed with a usualphoto-detector. With

a reduced spectrum compared to RZ and comparable to NRZ, CS-RZ shows a better

tolerance to nonlinear effects and chromatic dispersion [37]. 40 Gb/s transmissions

with 100 GHz spacing are possible [38] as well as transmitting over transpacific

distances [39]. However, CS-RZ is not very effective against intra-channel effects. A

systematic phase-shift ofπ/2 (no longerπ) is applied to fight them. It gives birth to

π/2-APRZ,Alternate Phase RZ[40].

2.3.1.3 High spectral efficiency

In order to achieve a 50 GHz channel spacing at 40 Gb/s (or 12.5 GHz at 10 Gb/s), the

focus shifted to formats with reduced spectral occupation:

• Duobinary modulation and phase shaped binary transmission(PSBT)
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Figure 22. Duobinary modulation scheme.
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Those formats rely on a 3-level modulation – generally 0,+1 and−1 – so that the

quadratic detection only sees 0 and 1 (Figures 22 and 23). They divide by a factor 2

the occupied bandwidth but require data precoding. The 4 dB sensitivity degradation

can be compensated by an additional NRZ modulation [41, 42]. Dense transmis-

sions (40 Gb/s, 50 GHz channel spacing) have been performed [43] and show agood

tolerance to the chromatic dispersion.

• Vestigial side band modulation (VSB): in RZ or NRZ spectra, the information con-

tained by both sides of the optical carrier is redundant. In VSB modulation, only half

of the spectrum is conserved after optical filtering or Hilbert transform in the RF do-

main (Figure 24). NRZ-VSB reaches a 0.8 bit/s/Hz spectral efficiency [44] whereas

its RZ counterpart reaches 0.53 bit/s/Hz [45]. In all cases, the characteristics of the

optical filter is of vital importance for the quality of the generated signal.
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Figure 24. NRZ-VSB, RZ-VSB modulation formats.

• Phase modulation(PSK,Phase Shift Keying): Pure phase modulation, for which the

intensity remains constant, has been proposed to increase the nonlinearity tolerance.

Since the Kerr effect is depending on the signal intensity, the nonlinear phase-shifts

experienced by ’0’ and ’1’ are identical. Differential phase shift keying (DPSK) is

performed either with a phase modulator or a MZM properly biased (Figure 25) so

that data is encoded on the phase difference of two successive bits. A precoding

step is required to avoid error propagation. As quadratic detection is not sensitive

to phase, the demodulation is done by an unbalanced Mach-Zehnder interferometer

(MZDI, Mach-Zehnder delay interferometer) (Figure 26). The delay introduced cor-

responds to one bit period T and the MZDI performs an interference between two

successive bits [46].
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The natural evolution of NRZ-DPSK towards RZ formats such as RZ-DPSK or

CSRZ-DPSK allows the demonstration of impressive performances in terms of ca-

pacity and transmission distance [47–49]. Compared to RZ, they show a good resis-

tance to nonlinear effects [50], to optical filtering and a 3 dB gain in sensitivity using

a balanced detection. However, they are fundamentally limited by the phase noise

accumulated at the various optical amplification stages.

Balanced detection

Τ

MZDI

Constructive port

Destructive port

Direct detection

Τ

MZDI

Constructive port

Destructive port

Figure 26. Demodulation and detection of DPSK formats.

• Multi-levels: we can regroup the bits and code them on several levels [51].For the

same transmitted information, the spectral occupation is divided by log2(M) if M

levels are used but the sensitivity degradation is high: estimated around 3.3 dB for

M = 4 and experimentally measured around 8 dB.

The receiver complexity is increased sinceM intensity levels have to be discrimi-

nated [52]. Recently, QPSK modulation (Quadrature Phase Shift Keying) showed

good results [53–56]. After precoding, the even and odd sequence I and Q extracted

from the initial bitstream are encoded on 4 phase levels (Figure 27). The demodu-

lation performs the conversion in two intensity-modulatedsignals — one discrimi-

nating 0 andπ phase shift, the other between−π/2 andπ/2 — detected by standard

photodetectors.

40



Eye diagram

Detection

Optical spectrum
(B=1/T)

-B B

0

-20

-40

(dB)

π/4

−π/4

Τ

Τ

Q

I

0

(Detection)

Generation

Precoding
DFB

s
nrz

(t)

A
pp

= V
2π

V
π

Bias

s
nrz

(t)

A
pp

= V
2π

V
π

Bias

DQPSK

π/2

z

z

I

Q

0011

10

01

0011

01

10

Figure 27. DQPSK modulation scheme.

2.3.2 Error correction

The FEC implementation gives a relatively large margin to increase the total transmission

distance, the amplifier spacing and/or the total capacity of the system to decrease the costs

[57]. Almost all modern communication systems have integrated the RS(255,239) Reed-

Solomon code [58]. Since its first use in submarine systems atthe beginning of the 90’s [59]

and its development [60,61], even more powerful codes have been implemented:

• concatenated RS codes: RS(255,239)+RS(255,239), RS(255,239)+RS(255,223) [62]

or RS(239,223)+RS(255,239) [63],

• turbo-codes, based on the concatenation of several block codes associated to an iter-

ative decoding [64,65].
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Figure 28. Usage of FEC (according to H. Kogelnik, ECOC 2004). The number in front OH (OverHead)

characterizes the redundancy level used by the code.

2.3.3 Performances

This paragraph is absolutely not an exhaustive list of all the experiments led in the field

of optical communications. Here, the goal is to give the reader an overview of the perfor-

mances presented by companies during the last OFC and ECOC conferences. Most of the

WDM experiments have a 40 Gb/s bit rate per channel. Those systems reached capacities

superior to 10 Tb/s even if the record in terms of bit rate-distance product is held by [66,67].

They use 10 Gb/s bit rate per channel and respectively reach 28 and 41 Pb/s km. More than

just pure performance, a recent trend focuses on the system optimization to make it more

simple and cost effective (Table 6).

• If RZ-DPSK seems to be the good candidate for future systems, no field experiment

has been conducted before [68] in order to confirm its 3 dB advantage over conven-

tional RZ-OOK.
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• On a given transmission line, the search for the most efficient modulation formats

led a Lucent team [69] to propose polarization-alternatingRZ-DPSK to improve

42.7 Gb/s WDM systems.

• A first team of Alcatel [70] showed that under certain conditions DPSK can give as

good results as RZ-DPSK. The implementation is less complex and therefore less

expensive.

• A second team [71] shows that DPSK formats can be used in 10 and40 Gb/s deployed

submarine lines.

• Increasing the capacity of existing transmission lines is apossible cost effective

method. In this context, KDD proposes an experiment based onCSRZ-DQPSK [72].

It holds the record in term of spectral efficiency without polarization multiplexing

with 1.14 bit/s/Hz.

We have so far studied various developments of optical communication systems and we

will focus on what is considered to be the main limitation of coherent format: the phase

jitter.
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Table 6. Performances presented at OFC and ECOC 2004.

Company Capacity (Tbit/s) Channel spacing Spectral efficiency Distance
(GHz) (Bit/s/Hz) (km)

Tyco 0.96 33 0.30 13100
[68] (96 x 10 Gbit/s)

Lucent
JGKB Photonics 0.24 100 0.4 2000

[69]
Alcatel 6 50 0.8 6120

[70] 149x 42.7 Gbit/s
Alcatel 1.68 4820

[71] (42x42.7 Gbit/s)
KDD 4 70 1.14 300
[72] (50x85.4 Gbit/s) (4x75)
KDD 3.2 400 0.8 40
[73] (10x320 Gbit/s)

KDD/Mitsubishi 0.4 37.5 9000
[57] (32x12.4 Gbit/s) (60x150)
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CHAPTER 3

OPTICAL PHASE JITTER

Variations of the differential phase-shift-keyed (DPSK) modulation format haverecently

allowed for the demonstration of impressive transmission capacities in the context of long-

haul fiber-optic communication systems [74] and represent apromising technique to further

increase optical communication system performance [75]. In these formats, data is encoded

in an optical phase difference between adjacent bits. It has been shown that this type of

modulation offers several advantages, namely, the reduction of the penalty resulting from

nonlinear effects, a good tolerance to narrowband filtering, a high spectral efficiency in

the quadrature DPSK implementation, and the possibility ofusing balanced detection to

enhance the sensitivity of the receiver. In these systems, the error-free transmission distance

is limited by random fluctuations of the phase. Physically, phase jitter arises from amplified

spontaneous emission (ASE) noise that is added to the signalat each amplification stage

along the link. In this section, we introduce the backgroundof the proposed research. We

therefore give a brief overview of the physical origin of phase jitter before reviewing some

classical techniques used to control it.

3.1 Origin

3.1.1 Linear contribution

The optical field at the output of an erbium doped fiber amplifier (EDFA) without sponta-

neous emission is given by

Eout
s =

√
G Ein

s e−ik0nL , (54)

wheren is the erbium doped fiber index,L andG are, respectively, the length and the gain

of the amplifier andk0 the wavevector in vacuum. By taking the spontaneous emission

phenomenon into account, the noise term

EAS E= EN(t) eiφ(t) (55)

45



adds toEout
s , amplitudeEN(t) and phaseφ(t) being random. In the following study, the

in-phase and quadrature components of the noise are considered independent Gaussian

random variables. The different fields are represented in the complex plane of Figure 29.

The angleδφ(t) between the amplifier input and output optical fieldsEout
s andET defines

the linear part of the phase jitter. The linear term recalls the fact that the contribution of

ASE to the total phase jitter is direct. The linear fluctuations around the average field are

described by a two-dimensional Gaussian distribution.

Re(E)

Im(E)
E  (t)
ASE

Es
out

E
T

φ(t)

δφ(t)

Figure 29. Linear phase jitter.

3.1.2 Nonlinear contribution

During the propagation in the fiber, a nonlinear phaseφNL is accumulated through SPM

φNL(L, t) =
∫ L

0
γ(z) |u(z, t) | 2 dz. (56)

It clearly appears that the power fluctuations resulting from ASE noise will translate into

phase jitter via the Kerr effect. This mechanism, also known as the Gordon-Mollenauer

effect, not only adds a nonlinear contribution to the total phase (Figure 30), but also in-

duces a correlation between amplitude and phase noise. Thiscorrelation is visible when

nonlinearity plays an important role in the propagation.
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Figure 30. Nonlinear phase jitter.

Figure 31 represents the evolution of a soliton optical fieldin a dispersion-managed

link whose parameters are recalled in Table 7. The same initial condition is launched

1024 times in the transmission line to obtain 1024 simulations with different ASE noise

to infer the phase variance. Figure 31 shows that in the case where total phase jitter is

dominated by its linear component — at the beginning of the propagation — the samples

follow a Gaussian statistic; hence the circular form is observed. The nonlinear component

progressively dominates and the disk takes the form of a crescent moon whose extent in-

creases with the covered distance. The Gordon-Mollenauer-induced correlation can be seen

in the particular shape of the crescent. One can notice that it is not centered. In the case of

2040 and 3000 km propagation, the most powerful pulses are also the ones that experience

the greatest phase shifts. This fundamental characteristic of nonlinear phase jitter is used

in some techniques to provide its control.

Considering a standard DPSK transmission where the phase takes only two values, and

seeing how the crescent spreads, we can understand why phasejitter becomes the main
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limiting factor and how it is important to control it as much as we can. The next section

reviews experimental techniques performing jitter control/reduction.

Table 7. Transmission line parameters.
Pulse shape sech2

FWHM Pulsewidth (ps) 20
Pulse peak power (mW) 7.2

Fiber 1 dispersion (ps/nm.km) 11
Fiber 1 length (km) 30

Fiber 1 effective area (µm2) 50
Fiber 2 dispersion (ps/nm.km) -10

Fiber 2 length (km) 30
Fiber 2 effective area (µm2) 50

Distance between amplifiers (km) 60
Spontaneous emission factor 1.5
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3.1.3 Experimental techniques providing phase jitter control

Filtering has been studied in depth in the preliminary research so it is not considered and

detailed in the present section.

3.1.3.1 Nonlinear compensation

A technique based on nonlinear distributed compensation (NPSC,Nonlinear Phase-Shift

Compensation) has been proposed in [76,77] to reduce phase fluctuations. The compensa-

tion can also be performed at the receiver [4]. The underlying idea behind these techniques

is to take advantage of the Gordon-Mollenauer-induced correlation between amplitude and

phase noises. As the most powerful pulses experience the greatest phase shifts, applying

a negative correction proportional to their power is enoughto return them close to their

initial states and thus reduce the amplitude of the fluctuations. The former techniques only

differ in the component used to perform the correction. The end ofthis paragraph is de-

voted to the presentation of two experimental implementations. Their results are expressed

in different ways. The phase distribution represented on a complexplane (Figure 32) is

obtained by numerical simulations, which show its evolution. On the other hand, the eye

diagram gives a direct view of the distortions experienced by the optical signal throughout

its propagation.

The first technique performs a compensation based on a periodically poled LiNbO3

waveguide [4]. It has been previously shown [78] that the cascading of second-order non-

linear effects that occur in such a device is equivalent to a nonlinear indexn2 whose sign

and amplitude can be controlled by varying the phase-matching conditions between the

fundamental and the second harmonic generated in the waveguide. The phase-matching

condition is easily modified by controlling the temperatureof the device. This is also used

to adapt the nonlinear compensation to any particular transmission lines. Each pulse is

subjected to a negative phase shift that is proportional to its power. Negative phase shifts

in excess of 1 rad can be produced with realistic pump powers.The phasor diagrams in

Figure 32 show the efficiency of this method with a 5.2 dB reduction in total phase jitter
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after a 6000 km propagation. The second technique [5,79] uses a phase modulator (Figure

33). The amplitude of the modulation is proportional to the intensity of the detected pulse

and its sign is opposite the nonlinear phaseφNL accumulated via SPM. The eye diagrams

shown in Figure 34 are obtained with different experimental conditions in order to clearly

see the SPM impairments. Cases (a) and (b) differ in the ASE level, which is intentionally

added or not at the transmitter side to create (or not) an important phase jitter.
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Figure 32. Experimental results involving NPSC obtained by[4] after a 6000 km transmission with and
without NPSC, (a) single channel (b) and (c) DMS-DPSK WDM with 100 and 50 GHz channel spacing.
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Figure 33. Nonlinear phase jitter compensation by data phase modulation.
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a) b) c)

Figure 34. Eye diagrams obtained in different cases: a) without nonlinear phase jitter b) with nonlinear
phase jitter c) with nonlinear phase jitter and compensation technique.

The compensation has a direct impact on the eye opening. Measurements lead to an

increased OSNR margin of 2.5 dB and a 3 dB improvement for the Qfactor over the

measured OSNR range.

3.1.3.2 Optical phase conjugation

Optical phase conjugation (OPC) has been demonstrated as an efficient technique to com-

pensate for

• linear effects such as chromatic dispersion [80] or timing jitter [81]in soliton sys-

tems. In the last case, the small random changes in the average carrier frequency of

the soliton are transformed in corresponding group velocity fluctuations that finally

cause the jitter in arrival times at the receiver.

• nonlinear effects such as SPM [82] or FWM [83].

An intuitive way to understand how OPC can compensate for chromatic dispersion is to

take the complex conjugate of the Nonlinear Schrodinger Equation (NLSE):

∂A
∂z
+

i
2
β2
∂2A
∂t2
= 0. (57)

We get
∂A∗

∂z
− i

2
β2
∂2A∗

∂t2
= 0. (58)

Equation (58) means that the propagation of phase-conjugate field A∗ is equivalent to

changing the sign of the group velocity dispersion (GVD) parameterβ2. The consequence
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of this observation is important for optical communicationsystems. If the optical field is

phase conjugated in the middle of the link, the dispersion accumulated in the first half part

will be fully compensated in the second part. The same argument applied to equation (59)

explains the possible compensation for both chromatic dispersion and nonlinearity.

∂A
∂z
+

i
2
β2
∂2A
∂t2
− iγ|A|2A = 0 (59)

Nevertheless, if nonuniform distributed amplification anddispersion management (DM)

break the power symmetry required for exact compensation, nonlinearity control is still

observed in conventional transmission lines [84] and reaches its maximum when the optical

phase conjugator (PC) is placed in the middle of the link [85].Simulations for constant-

dispersion soliton systems with distributed amplificationshow the impact of the PC [86].

The parameters of the line are recalled in Table 8. Phase variance as a function of distance

is represented in Figure 35 for a compound system that consists of three fiber sections, of

lengthsz1, z2 andz3, respectively, separated by two PCs. Several positions are considered:

• Symmetrically placed PCs separated by equal distances (SE,z1 = z2 = z3 = z/3),

• Symmetrically placed PCs separated by unequal distances (SU, z1 = z3 = z/4 and

z2 = z/2),

• Optimal case for asymmetrically placed PCs (A,z1 = z2 = 2z/5 etz3 = z/5).

Compared to a reference system without OPC, the distances thatcan be reached with the

same level of phase jitter are respectively multiplied by 2.08 (SE), 2.52 (SU), and 2.92 (A).
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Table 8. Parameters used in simulations (Figure 35).

Pulse shape sech2

FWHM Pulsewidth (ps) 30
Pulse peak power (mW) 0.60

Dispersion (ps2/km) -0.3
Attenuation (dB/km) 0.21

Nonlinear coefficientγ (km−1.W−1) 1.7
Total length (km) 9000

Spontaneous emission factor 1.1
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Figure 35. Simulated phase variances plotted as a function of distance. The dashed curve represents a
reference system without a PC, whereas the solid curves represent systems with two PCs at different
locations.

One can reduce the phase variance further by using post-transmission NPSC. The perfor-

mances are expressed in Table 9 as the jitter reduction compared to the reference system

without OPC and as the extension in the transmission reach.

Table 9. Predicted performance improvements.

SE+NPSC SU SU+NPSC A A+NPSC

Jitter reduction 9 36 16 16 25 25.8

Range extension 2.08 3.3 2.52 2.52 2.92 2.95
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3.2 Phase jitter estimation in dispersion-managed systems by use of
the moment method

In the last section, we presented the physical phenomenon and the different mechanisms

that generate phase jitter. These random fluctuations have been studied by Ho, who com-

puted the probability density functions of nonlinear phasenoise [87, 88] and differential

phase [89]. His work shows the inadequacy of the Gaussian approximation when one tries

to give an accurate evaluation of a DPSK system performances. Nevertheless, his model

is far from taking into account standard techniques used in real systems design such as

dispersion management, filtering, and modulation format. The complexity of such trans-

mission lines requires the computation of average quantities over a statistically significant

number of noise sample functions. The computation time and power necessary to simulate

the behavior of a transoceanic line with this brute force technique (Monte Carlo method)

are significant. In this section, we describe some preliminary contributions we have made

toward reducing the computational time in phase stability estimation.

3.2.1 Moment method

Developed since 1971, the moment method is successfully used in the computation of

timing jitter occuring in dispersion-managed systems [14]. The idea consists of considering

the optical pulseu(z, t) as a particle with energy E, rms power P, and phaseΦ defined by

E(z) =
∫ +∞

−∞
|u(z, t)|2 dt (60)

P(z) =
1
E

∫ +∞

−∞
|u(z, t)|4 dt (61)

Φ(z) =
1
E

∫ +∞

−∞
|u(z, t)|2 arg(u(z, t)) dt . (62)

These time-averaged quantities, called moments, respectively represent the energy, power,

and phase of the optical field at a given distance z. Their evolutions are ruled by the

optical pulse propagating in the fiber. Optical pulse propagation in the picosecond regime
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is described by the scalar nonlinear Schrödinger equation:

i
∂u
∂z
− β2(z)

2
∂2u
∂t2
+ γ(z)|u|2u = ig(z)u+ F̂(z, t) , (63)

whereu(z, t) is the pulse envelope in a co-moving frame,g(z) is the local net gain, andβ2(z)

is the local group-velocity dispersion. The coefficientγ = n2ω0/cAe f f is the local nonlin-

earity, wheren2 is the Kerr nonlinear index,ω0 is the signal central angular frequency,c

is the speed of light, andAe f f is the fiber effective cross section. The noise source term is

described by its autocorrelation function:

〈F̂(z, t)F̂∗(z′, t′)〉 = 2g0~ω0nsp(z)δ(z− z′)δ(t − t′) , (64)

wherensp is the spontaneous emission factor,g0 is the amplification coefficient inside the

amplifier, and~ω0 is the photon energy at the signal frequency.

3.2.2 Phase jitter Computation

Analytic derivations of the phase uncertainty for soliton systems were carried out using

perturbation theory and the variational method. These studies assume an analytically de-

termined pulse shape and a constant-dispersion optical link [12,13]. A semi-analytic model

of the phase jitter was recently proposed for dispersion-managed soliton transmission [90],

based on a Gaussian ansatz for the optical field. Here, we propose a semi-analytic approach

that is valid for arbitrary pulses in dispersion-managed (DM) optical links. The following

results were published in [91,92]. The principle of this derivation is to split the propagation

problem into its deterministic and random parts. The probabilistic aspect of the problem is

solved analytically, thereby avoiding the computation of average quantities over a statisti-

cally significant number of noise sample functions. The deterministic part of the problem

is carried out numerically by use of the split-step Fourier algorithm. The obtained unper-

turbed optical field is used together with the moment method [93] and statistical properties

of the noise to evaluate phase jitter to first order. This approach is validated by comparison

with direct Monte Carlo simulations in a DM soliton system anda quasilinear channel,
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which both show excellent agreement. The computation time necessary to evaluate the im-

pact of phase jitter on a communication system is thereby reduced from hours to seconds

on current desktop computers. This method also provides some physical insight about the

mechanisms that create phase jitter in the context of arbitrary optical pulses. In addition to

the moments defined by equations (60)–(62),

Ω2 = − 1
2E

∫ +∞

−∞

(uu∗t )
2 + (u∗ut)2

|u|2 dt (65)

represents the square of the angular frequency of the optical field at a given distance. The

subscriptt denotes the partial time derivative. DifferentiatingΦ andP with respect toz,

and using the propagation equation (1), we obtain these dynamic equations:





dΦ
dz
= γP− β2

2
Ω2 +

i
E

∫ +∞

−∞

(

arg(u) − Φ) (

uF̂∗ − u∗F̂
)

dt

− 1
2E

∫ +∞

−∞
u∗F̂ + uF̂∗ dt (66)

dP
dz
= 2gP+

β2

E

∫ +∞

−∞
|u|4 (

arg(u)
)

tt dt+
i
E

∫ +∞

−∞

(

2|u|2 − P
) (

uF̂∗ − u∗F̂
)

dt .

(67)

If we assume that the pulse exhibits mostly linear chirp, then

arg(u)(z, t) ≈ φ0(z) + φ2(z)(t − t0)
2 , (68)

wheret0 is the temporal position of the pulse, and these dynamic equations can be rewritten

as [94]





dΦ
dz
= −β2φ2Φ + γP+

i
E

∫ +∞

−∞

(

arg(u) − Φ) (

uF̂∗ − u∗F̂
)

dt

− 1
2E

∫ +∞

−∞

(

u∗F̂ + uF̂∗
)

dt (69)

dP
dz
= 2(g+ β2φ2)P+

i
E

∫ +∞

−∞

(

2|u|2 − P
) (

uF̂∗ − u∗F̂
)

dt

(70)
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These equations have simple physical interpretations. Themean phase accumulates propor-

tionnaly to power through self-phase modulation (SPM). Phase variations also arise from

chirp fluctuations through group-velocity dispersion. Thelast two terms in equation (69)

represent the direct contribution of noise to phase evolution. The power varies as a function

of gain and dispersion. Noise also contributes directly to power variations through the last

term on the right-hand side of equation (70).

Method of variation of parameters 1 Let y be a continuous and differentiable function

on an interval I with
dy
dx
+ a(x)y = f (x) and f continuous on I; then, the general solution of

this differential equation is

y(x) = e−A(x)

∫ x

0
f (u)eA(u) du where A(x) =

∫ x

0
a(u) du.

Using the method of variation of parameters, we can implicitly integrate the dynamic

equation that governs the evolution of power.

P =

{

P0 + i
∫ z

0

[

1
EA1

∫ +∞

−∞

(

(2|u|2 − P)
) (

uF̂∗ − u∗F̂
)

dt

]

dz1

}

A1 , (71)

where

A1(z) = exp

(∫ z

0
2(g+ β2φ2) dz1

)

. (72)

Similarly, an implicit solution for the mean phase equationis given by

Φ = Φ1 + Φ2 + Φ3 , (73)

where

Φ1 = A2

∫ z

0

γP
A2

dz1 (74)

Φ2 = iA2

∫ z

0

[

1
EA2

∫ +∞

−∞

(

arg(u) − Φ) (

uF̂∗ − u∗F̂
)

dt

]

dz1 (75)

Φ3 = −A2

2

∫ z

0

[

1
EA2

∫ +∞

−∞
u∗F̂ + uF̂∗ dt

]

dz1 (76)

A2 = exp

(

−
∫ z

0
β2φ2 dz1

)

. (77)
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Under these assumptions, the noise-free field can be used in the right-hand sides of equa-

tions (71) and (73) since the perturbed field only adds second- and higher-order corrections

to the phase. The phase variance can be calculated using equations (64), (71), and (73):

σ2
Φ = 〈Φ2〉 − 〈Φ〉2 = 〈Φ2

1〉 + 〈Φ2
2〉 + 〈Φ2

3〉 + 2〈Φ1Φ2〉 , (78)

where defining the scalar product

(δqi , δqj) =
∫ +∞

−∞
δqiδq

∗
j + δq

∗
i δqj dt , (79)

and the functions

δq1 = 2i
√

gnsp~ω0
2|u|2 − P

EA1
u (80)

δq2 = 2i
√

gnsp~ω0
arg(u) − Φ

EA2
u (81)

δq3 = 2
√

gnsp~ω0
u

EA2
. (82)

We find

〈Φ2
1〉 = A2

2

∫ z

0

γA1

A2

∫ z1

0

γA1

A2

∫ z2

0
(δq1, δq1) dz3 dz2 dz1 (83)

〈Φ2
2〉 =

A2
2

2

∫ z

0
(δq2, δq2) dz1 (84)

〈Φ2
3〉 =

A2
2

8

∫ z

0
(δq3, δq3) dz1 (85)

2〈Φ1Φ2〉 = A2
2

∫ z

0
γA1

∫ z1

0
(δq1, δq2) dz2 dz1 . (86)

The cross products〈Φ1Φ3〉 and 〈Φ2Φ3〉 are reduced to zero owing to orthogonality

properties of the noise components. Equations (78)–(86) represent the main result of this

section, and are valid for arbitrary pulse shapes and communication systems, provided that

the chirp remains essentially linear throughout the propagation. Once the deterministic

optical field is known, one can use it in the right-hand sides of equations (83)–(86) to

evaluate the phase jitter. The quantity〈Φ2
1〉 can be identified as the phase jitter induced by

power fluctuations through SPM,〈Φ2
2〉 and〈Φ2

3〉 are direct contributions from the noise to

phase jitter, and〈Φ1Φ2〉 is the interference term between these two effects.
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3.2.2.1 Phase jitter control by in-line filtering

In-line filtering was first proposed to reduce the timing jitter [95] and was experimentally

demonstrated in a dispersion-managed (DM) system [96]. It was later shown to stabilize

the phase as well in the frame of constant dispersion solitonlinks [12]. The physical mech-

anism for phase control is as follows: optical filters stabilize the pulse spectral width and

hence peak power since these variables are coupled by nonlinear soliton propagation. The

control of the peak power then acts on the stability of the phase accumulated by self-phase

modulation. In DM systems, the periodic chirping of the pulse complicates the analy-

sis [93], and the effect of filtering on the phase jitter must be reconsidered.

A periodic filtering whose spatial period iszf can modeled by a distributed filtering that

has the same effect on the soliton [97]. Considering only the effect of the filter, we have

ũ(ω, zf ) = ũ(ω,0)T(ω) , (87)

whereũ denotes the Fourier transform ofu andT(ω) is the filter transfer function. Equa-

tion (87) is the solution atz= zf of

∂ũ
∂z
=

ln T(ω)
zf

ũ. (88)

In the case of Gaussian-shaped filters with FWHM bandwidth B,T(ω) has the following

form:

T(ω) = e−[ ω
πB

√
ln(2)

2 ]2
(89)

and equation (88) becomes

∂u
∂z
− ln(2)

2
1

π2B2zf

∂2u
∂t2
= 0 . (90)

If b =
ln(2)
π2B2zf

, we can write the NLSE perturbed by the distributed filtering

i
∂u
∂z
− 1

2
[β2(z) − ib(z)]

∂2u
∂t2
+ γ(z) |u|2u = i g(z) u+ F̂(z, t). (91)
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b characterizes the filter strength. The dynamic equations (69)–(70) can be rewritten as





dΦ
dz

= −β2φ2Φ + γP+
i
E

∫ +∞

−∞

(

arg(u) − Φ) (

uF̂∗ − u∗F̂
)

dt

− 1
2E

∫ +∞

−∞

(

u∗F̂ + uF̂∗
)

dt (92)

dP
dz
= 2

[

g+ β2φ2 −
b(z)
2E

∫ +∞

−∞
|ut |2dt

]

P+
i
E

∫ +∞

−∞

(

2|u|2 − P
) (

uF̂∗ − u∗F̂
)

dt ,

(93)

where only first-order terms in b were kept. The power is givenby

P =

{

P0 + i
∫ z

0

[

1
EA1

∫ +∞

−∞

(

(2|u|2 − P)
) (

uF̂∗ − u∗F̂
)

dt

]

dz1

}

A1 , (94)

where

A1(z) = exp

[∫ z

0
2

(

g+ β2φ2 −
b(z)
2E

∫ +∞

−∞
|ut|2dt

)

dz1

]

. (95)

The filtering term changes the overall behavior of the solution. The correction acts on the

multiplicative termA1(z), dampening the fluctuations of P. It results in a smaller power

noise and hence nonlinear phase noise since it is induced by power fluctuations through

self-phase modulation. The derivation formally gives the same results, equations (78)–

(86), with the exception of the modifiedA1(z) term.

3.2.3 Validation of the moment method

To demonstrate the versatility of the moment method, we apply it to two filtered DM sys-

tems with different levels of nonlinearity and filter strength, and check our model by com-

paring it to direct Monte Carlo simulations. Using the split-step Fourier algorithm, the

propagation of a single pulse in a noisy channel was simulated 512 times to compute the

phase variance. As only single pulses at a single wavelengthwere considered, patterning

effects that may arise in real WDM communication systems are not studied here. The time,

frequency, and distance resolutions were 500 fs, 2 GHz, and 1km, respectively. The optical

links are formed by alternating spans of anomalous dispersion fiber 1 and normal disper-

sion fiber 2. The DM soliton link operates at a high peak power and average dispersion
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Da = 0.5 ps/nm.km, while the quasilinear system operates at low power, with zero aver-

age dispersion. Unchirped pulses are launched at midpoint of the normal dispersion span.

The systems’ parameters are summarized in Table 10. For bothsystems, optical amplifiers

followed by Gaussian filters are placed everyza = 60 km along the link, withnsp = 1.5.

Because filters remove some signal power in the wings of the pulse spectra, the gain of the

amplifiers must be slightly increased to conserve energy.

Table 10. Numerical values of the systems’ parameters.

DM soliton DM quasilinear
Pulse shape sech2 Gaussian

FWHM Pulsewidth (ps) 20 20
Pulse peak power (mW) 7.2 0.5

Fiber 1 dispersion (ps/nm.km) 11 16
Fiber 1 length (km) 30 50

Fiber 1 effective area (µm2) 50 80
Fiber 2 dispersion (ps/nm.km) -10 -80

Fiber 2 length (km) 30 10
Fiber 2 effective area (µm2) 50 45

The phase standard deviation is plotted in Figure 36 for propagation distances less than

1 Mm. For the quasilinear system, we observe a global linear dependence of the phase

variance to propagation distance, because terms〈Φ2
2〉 and 〈Φ2

3〉 dominate because of the

low peak power. The phase uncertainty exhibits rapid oscillations that are imparted by the

dynamics of the pulse inside a DM cell. As the variation of group-velocity dispersion is

large in the case of the quasilinear system, these oscillations are particularly strong. Our

method reproduces these oscillations’ locations and amplitudes accurately. For the DM

soliton system, the cubic dependence of the phase variance obtained in the case of constant-

dispersion soliton channels [12] is still observed. This isdue to the predominance of the

〈Φ2
1〉 term since the large optical peak power gives rise to significant SPM, thus transferring

amplitude noise to the phase. Variations at the scale of the DM cell are small because of

the low value of the dispersion map strength considered.
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Figure 36. Standard deviation of the phase as a function of distance over 1 Mm. Quasi-linear system,
Monte Carlo (solid) and moment method (dash). DM soliton system, Monte Carlo (dash dot) and
moment method (crosses).

For distances over 1 Mm, we only plotted the phase standard deviation at the locations

of optical amplifiers for clarity (Figure 37). For the quasilinear case, the moment method

results are in good agreement with Monte Carlo simulations for all distances. For the DM

soliton case, we note that the oscillations of the phase uncertainty on a long-distance scale

are reproduced with good accuracy. The moment method slightly overestimates the lo-

cations of these oscillations, probably because of second-order effects. We note that the

phase jitter curves for the two systems cross at approximately 1 Mm. This observation can

be physically interpreted as follows. Equations (80)–(82)show that the impact of noise on

phase jitter is inversely proportional to the energy per pulse. In the short distance case, the

direct contribution from ASE to phase noise predominates. The quasilinear system, operat-

ing at low energy per pulse, is more affected by noise. As the propagation distance grows,

the contribution from nonlinear phase noise grows rapidly when the operating power is

high. Therefore, the phase jitter in the DM soliton case grows faster than in the quasilinear

case, resulting in a higher phase jitter for distances greater than 1 Mm. This shows the

need for phase control techniques, particularly in the caseof highly nonlinear transmission

systems.
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Figure 37. Standard deviation of the phase as a function of distance over 5 Mm. Quasi-linear system,
Monte Carlo (solid) and moment method (dash). DM soliton system, Monte Carlo (dash dot) and
moment method (crosses).

Therefore, we included filtering in the numerical simulations. Its influence is particu-

larly important for the DM soliton system operating at high peak power. In this case, the

standard deviation of the phase is plotted in Figure 38 for different filter bandwidths.
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Figure 38. Standard deviation of the phase as a function of distance for the DM soliton system with
optical filters bandwidths of 500 GHz, 100 GHz, and 45 GHz. Thesolid line represents Monte Carlo
simulation results while the dashed line represents the moment method results.
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The 500 GHz filter case corresponds to an almost unfiltered system since the signal

bandwidth is about 15 GHz. We observe that the phase standarddeviation is greatly re-

duced by narrowband filtering. It exhibits a
√

z dependence in the case of 45 GHz fil-

ters, which is similar to the constant dispersion soliton case [12]. Although the moment

method does not predict accurately the locations of the slight oscillations, there is satisfac-

tory agreement with Monte Carlo simulations. The mismatch inoscillation locations might

be due to a small amount of nonlinear chirping in the pulses and to higher-order terms in

the filtering factorb. The filtering is not as efficient at suppressing phase jitter in the case

of the quasilinear system, as shown in Figure 39. This can be explained by noting that it

is operating at low power, with a weak nonlinear phase noise contribution. Since the filters

essentially act by stabilizing the power of the pulses and therefore reduce the nonlinear part

of phase noise mediated by SPM, they do not have an important effect on the quasilinear

system.
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Figure 39. Standard deviation of the phase as a function of distance for the DM quasillinear system
with optical filters bandwidth of 500 GHz, 100 GHz, and 45 GHz. The solid line represents Monte
Carlo simulation results while the dashed line represents the moment method results.

To further clarify this stabilizing mechanism, we have plotted in Figure 40 the linear and

nonlinear contributions to phase jitter in the cases of the weakly and strongly filtered DM

soliton systems, as given by the moment method. The linear contribution corresponds to
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Figure 40. Contribution of the nonlinear phase noise to the overall phase jitter for the DM soliton
system. Solid line: nonlinear phase variance with 500 GHz filters. Dashed line: nonlinear phase
variance with 45 GHz filters. Circles: linear phase variancefor 500 GHz filters. Crosses: linear phase
variance for 45 GHz filters.

settingγ = 0 in equation (63). For 500 GHz filters, the nonlinear contribution to the phase

variance reaches 0.6 rad2 at 5 Mm and grows asz3. When 45 GHz filters are used, the

nonlinear phase variance is reduced to 0.025 rad2 at 5 Mm, growing approximately linearly

with distance. The linear contribution to phase variance isalmost unchanged under strong

filtering.

Assuming a perfect phase receiver (Figure 41) and a Gaussianprobability density func-

tion, the probabilitiesP(0/π) of detecting 0 whenπ was sent and inversely are





P(0/π) =
1

σ
√

2π

∫ π/2

−∞
e−

t2

2σ2 dt (96)

P(π/0) =
1

σ
√

2π

∫ +∞

π/2
e−

t2

2σ2 dt . (97)

As the phases 0 andπ are equiprobable, the bit error rate is given by

BER=
1
2

[ P(0/π) + P(π/0) ], (98)

which finally takes the final form

BER=
1
2

erfc

(

π

2
√

2σ

)

. (99)
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The standard deviation that yields a symbol error rate of 10−9 is 0.26 rad for binary

DPSK and 0.13 rad for quadrature DPSK. For the DM soliton system, narrowband filtering

allows error-free transmission over 5 Mm for binary DPSK andover 2.5 Mm for quadrature

DPSK. For the quasilinear system no filtering is required forbinary DPSK, while 45 GHz

filters allow the error-free transmission of quadrature DPSK over 5 Mm.
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Figure 41. a) Probability density function of phase (DPSK),b) Bit error rate as a function of standard
deviation of phase (DPSK).

Comment for WDM systems:

Note that our method only takes into account the interactionof a single pulse with ASE

noise, neglecting other contributions to phase jitter thatmight arise in WDM systems,

such as pulse-to-pulse intra- and inter-channel interactions. Both FWM and XPM result

in interactions between pulses within a channel and from different channels. In dispersion-

managed systems, interchannel FWM is not phase matched, so that its overall influence

on the propagation in small. The contribution from interchannel XPM to phase jitter was

shown to grow as the distance square in a constant-dispersion soliton system [98]. How-

ever, it has a small impact on the performance of such systemsbecause the random phase

shifts experienced by successive pulses are highly correlated, so that they cancel when a

differential modulation format is used.
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The impact of intrachannel effects on phase jitter is not yet clearly assessed. To make

a first evaluation of their eventual contribution, we made simulations of the propagation

of seven pulses, each carrying a random phase chosen in the set [0, π], in both the afore-

mentioned systems. The phase jitter for the central pulse was evaluated using Monte Carlo

simulations, which take pulse-to-pulse interactions intoaccount, and we also used the mo-

ment method approach, which only takes into account the interaction with ASE noise. The

isolation of the central pulse was performed by evaluating all time integrals over the central

bit slot only. The pulse repetition period wasT = 100 ps, which yielded a moderate overlap

in the DM soliton system (maximum FWHM pulse width to time slotratioτmax/T = 0.34),

and strong overlap for the quasilinear system (τmax/T = 0.70).

The phase standard deviation as a function of distance at chirp-free points obtained in

the multipulse simulation is plotted in Figure 42. For the DMsoliton system, the result is

very similar to the single-pulse case, which indicates thatintrachannel pulse-to-pulse inter-

actions play a minor role in the generation of phase jitter for this link. For the quasilinear

case, the overlap is strong, so that the computation of the average phase of a pulse given

by equation (62) is meaningful only at chirp-free points, when pulses are confined to their

time slot. At other points, the contribution of neighboringpulses to the integral makes

impossible the numerical evaluation of the average phase for a given pulse. This comment

applies to both the Monte Carlo and the moment method. We observe that the Monte Carlo

curve does not deviate significantly from the single-pulse case, indicating that intrachannel

effects bring only a weak contribution to phase jitter. However, the moment method is less

accurate than in the single-pulse case because the scalar products of equations (83)–(86)

are nonzero only at amplifier locations, where the overlap ismaximum. Despite this ef-

fect, the moment method performs reasonably well. Thus, forthe systems considered here,

ASE noise and SPM appear to be the dominant mechanisms at the origin of phase jitter.

However, the effects of intrachannel interactions in the general context ofphase-encoded

signals remain to be studied in depth.
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Figure 42. Standard deviation of the phase as a function of distance over 5 Mm for the multipulse
simulation. Quasi-linear system, Monte Carlo (solid) and moment method (dash). DM soliton system,
Monte Carlo (dash dot) and moment method (crosses).

3.2.4 Phase jitter control by phase conjugation

Among the techniques that have been proposed [4,5], and later developed [79,99] to limit

this nonlinear amplitude-to-phase noise conversion also known as the Gordon-Mollenauer

effect, spectral inversion (SI) or optical phase conjugation promised to be effective [86]. As

previously seen in section 3.1.3.2, midspan spectrum inversion makes the phase-conjugate

signal experience opposite dispersion and nonlinearity inthe second half of the link pro-

viding a partial compensation [9]. In this paragraph, we present the evaluation of phase

jitter in single-channel DM soliton (DMS) links using spectral inversion.

Given that the propagation of the phase-conjugated fieldu∗ in the second half of the link

is equivalent to changing the sign of the local group-velocity dispersionβ2 and nonlinearity

γ [9], the NLSE can be generalized to take spectral inversion (SI) into account:

i
∂u
∂z
− 1

2
[ǫ β2(z) − ib(z)]

∂2u
∂t2
+ ǫ γ(z)|u|2u = i g(z) u+ F(z, t) , (100)

Whenǫ evaluates to 1, Eq. (1) describes the standard propagation of the optical field before

SI. Whenǫ evaluates to−1, Eq. (1) describes the propagation of the phase-conjugated field

after SI. Following the same method, we get a generalized dynamic system we derived a
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further generalized dynamic system






dΦ
dz
= −ǫβ2φ2Φ + ǫγP+

i
E

∫ +∞

−∞

(

arg(u) − Φ) ×
(

uF̂∗ − u∗F̂
)

dt

− 1
2E

∫ +∞

−∞

(

u∗F̂ + uF̂∗
)

dt (101)

dP
dz
= 2

[

g+ ǫβ2φ2 −
b(z)
2E

∫ +∞

−∞
|ut|2dt

]

P+
i
E

∫ +∞

−∞

(

2|u|2 − P
) (

uF̂∗ − u∗F̂
)

dt

(102)

The result presented in this paragraph concerns the propagation after SI where nowǫ = −1.

This sign change does not affect the direct contribution of noise to the phase variance, since

linear phase kicks introduced at each amplifier are independant of one another. On the

other hand the nonlinear phase kicks are related to the peak power at the location of the

amplifier, which is correlated to the previous values of peakpowers. This in turn leads to

correlation between nonlinear phase kicks. As a result, changing the sign ofγ introduces

somme anticorrelation between nonlinear phase kicks before and after SI, reducing the

overall phase noise. From this observation, the only contribution to phase jitter that needs

to be fully reevaluated when operating in the phase-conjugated section of the link is the

nonlinear part of the phase.

The formal form of any parameterX(z) expressed before SI can also be used after SI if

one shifts the origin to the spectral inverter location (z= L1) and reverses the sign ofβ2 and

γ. X̂(z) will then refer to the evolution of the parameterX after SI in the new coordinate

system. Applying this to the nonlinear phaseΦ1 gives its expression̂Φ1 after SI:

Φ̂1(z) = Φ1(L1) − Â2

∫ z

0

γP̂(z1)

Â2

dz1 (103)

with power fluctuations given by

P̂(z) = Â1

{

P(L1) + i
∫ z

0

[

1

ÊÂ1

∫ +∞

−∞

(

(2|u|2 − P̂)
)

× (uF∗ − u∗F) dt

]

dz1

}

(104)

with

Â1(z) = exp

[∫ z

0
2

(

g− β2φ2 −
b(z)
2E

∫ +∞

−∞
|ut|2dt

)

dz1

]

, (105)
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Â2(z) = exp

[∫ z

0
β2φ2 dz1

]

. (106)

The total phase variance due to the Gordon-Mollenauer effect is then given by

〈Φ̂2
1〉 = 〈Φ1(L1)

2〉 + σ2
ΦPC1

(z) − σ2
ΦPC2

(z) . (107)

The first term, computed from (83), accounts for the phase jitter accumulated before

the spectral inversion which effect is further analyzed. The nonlinearity control provided

in the second half of the link is materialized by the negativeterm in (107) which forces

the total phase variance to increase at a slower rate. The natural tendency observed before

conjugation is still observed inσ2
ΦPC1

, but its impact is limited byσ2
ΦPC2

. These contributions

are given by

σ2
ΦPC1

(z) = G(z)
( ∫ z

0
(δq̂1, δq̂1) dz3 + A2

1(L1)
∫ L1

0
(δq1, δq1) dz3

+2A1(L1) ×
∫ min(z,L1)

0
(δq′1, δq

′
1) dz3

)

(108)

σ2
ΦPC2

(z) = −3
8

H(z)
(

A1(L1)A2(L1) ×
∫ L1

0
(δq1, δq1) dz3 + A2(L1)

∫ min(z,L1)

0
(δq

′

1, δq
′

1) dz2

)

(109)

The functions G, H,δq1, δq̂1 andδq′1 are given by

G(z) = Â2
2(z)

∫ z

0

γÂ1

Â2

(z1)
∫ z1

0

γÂ1

Â2

(z2) dz2 dz1 , (110)

H(z) = Â2(z)
∫ L1

0

γA1

A2
(z2) dz2

∫ z

0

γÂ1

Â2

(z3) dz3 , (111)

δq1 = 2i
√

gnsp~ω0
2|u|2 − P

EA1
u , (112)

δq̂1 = 2i
√

gnsp~ω0
2|u|2 − P̂

ÊÂ1

u , (113)

δq′1 = 2i
√

gnsp~ω0
2|u|2 − P̂

E
√

A1Â1

u . (114)
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G(z) and H(z) are the dominant functions that determine the evolution of the phase variance

after the conjugation. Their relative variations explain the existence of a distance for which

phase jitter is minimum.

The standard deviation of the soliton phase is plotted in Figure 43 for different filter

bandwidths with and without midlink spectral inversion. Asthe signal bandwidth is about

15 GHz, the 500 GHz filter case corresponds to an almost unfiltered system. We observe

that the phase standard deviation is greatly reduced by spectral inversion. This reduction is

less effective when tight filtering is used. This can be explained by noting that the amount

of nonlinear phase noise accumulated in the first half of the link is less important in that

case. Nevertheless, midlink spectral inversion enables unfiltered systems to show the same

performance after 6000 km as standard 100 GHz systems. We also note a satisfactory

agreement between the results of the moment method and thoseof the Monte-Carlo simu-

lations.
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Figure 43. Standard deviation of the phase as a function of distance for the DM soliton system with and
without spectral inversion.

The phase variance〈Φ2
1〉 resulting from the nonlinear phase noise mediated by SPM

is plotted in Figure 44 for the case of 100 GHz filters. Its different contributions (shown
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in dashed lines) after spectral inversion directly reflect the dominant behavior of the func-

tions G(z) and H(z) defined in Equations (110)-(111). Their relative variations modify the

overall evolution in a way similar to the constant dispersion soliton case [86] where non-

linearity control is achieved and results in the existence of a minimum value for the phase

jitter. Since this minimum is reached somewhere in the second half part of the propagation,

midlink spectral inversion is certainly not optimal. This leads us to study the impact of the

SI location.
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Figure 44. Variance of the nonlinear phase as a function of distance for the 100 GHz DMS system.

Figure 45 depicts the evolution of the standard deviation ofthe phase as a function of

distance when the location of the spectral inverter is changed from its symmetrical position

(L1 = 3000 km), respectively to 2500, 4000 and 4500 km. The latter two cases correspond

to a [2/3]- and [3/4]-link SI.

First, we can see that if SI is performed before midlink, we rapidly lose the benefit of

nonlinear compensation, since we observe a growth similar to the one observed without

SI for the same system in Figure 43. This can be explained by the fact that afterL1 km

propagation in the second half of the link, Equation (109) has a different behavior. In that
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case,min(z, L1) = L1, which means that the multiplicative term modulatingH(z) is now

constant. If the same conclusion can be drawn for the analog term in Equation(108), the

overall multiplicative coefficient in front ofG(z) is still dependent on z, which leads to a

nonlinear phase jitter evolution very similar to the one before spectral inversion.

The similarity is also reflected in the notations, since the driving term ofσ2
ΦPC1
− σ2

ΦPC2

is G(z) ×
∫ z

0
(δq̂1, δq̂1) dz3 and can be compared to its counterpart before SI expressed by

Equation (83). Intuitively, the potential correlations between phase kicks before and after

SI can not extend beyond a propagation distance of 2L1.

Finally, when SI is performed after the midlink point, the results show that the best

location is very close to [2/3]-link. In this quasi-optimal case, the maximum nonlinear

phase jitter control is achieved just before 6000 km and results in a 2.11 range extension.
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Figure 45. Phase variance evolution as a function of the spectral inverter location for the 100 GHz DMS
system.
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3.3 Effect of sliding filters on the soliton optical phase jitter in constant-
dispersion systems

We just showed that in-line filtering reduces phase jitter efficiently through the damping of

amplitude noise, which results in a linear increase of the phase jitter with distance. The

main drawback of this technique is that the ASE noise that hasexactly the soliton center

frequency is less attenuated than the soliton itself and grows exponentially with distance,

creating a strong continuum wave that deteriorates the transmission. To overcome this

limitation, the idea of sliding-frequency guiding filters was proposed [100] and demon-

strated [101–103] in the context of timing jitter. The principle is to slightly shift the central

frequency of the filters along the transmission line. Becauseof the nonlinear nature of the

soliton, its central frequency can follow the shift imposedby the filters so that the soliton

is moved toward a region where the noise has been previously attenuated. It finally allows

the creation of an optical line that is opaque to noise but transparent for solitons.

In the next section, we present an analysis of the effect of sliding filters on the optical

phase jitter of soliton pulses in single-channel constant-dispersion links. An analytical

expression for the phase standard deviation is derived by use of the soliton perturbation

theory. This result is validated by comparison with Monte Carlo simulations.

3.3.1 Perturbation theory applied to sliding-frequency guiding filters

The propagation of optical pulses in a sliding-filtered constant-dispersion amplified link is

described by the perturbed nonlinear Schrödinger equation:

i∂zu+
1
2
∂2

ttu+ |u|2u = ǫP(u) , (115)

whereP represents the perturbation and includes both the sliding filters and ASE noise,

ǫ is a small parameter, and a standard normalization of the NLSE has been used. Prop-

erly chosen transformation and a uniformly accelerated frame [97] allow us to write the

perturbation resulting from sliding-frequency filters as

ǫP = i[δu+ (3/4)kf∂
2
ttu] − ω′f tu , (116)
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whereδ is the excess gain required to overcome the loss imposed on the solitons by the

filters, kf is the filter strength, andω′f is the sliding rate. Unless otherwise indicated,

notations of reference [97] are used throughout the derivation. The soliton solution of

the non-perturbed NLSE is given by

us(t) = Asech[A(t − α)] exp(iφ − iωt) , (117)

whereA is the amplitude,α the temporal position,ω the angular frequency, andφ the phase

of the soliton. Each amplifier imparts a zero-mean random shift to the soliton parameters,

with variances given by [97]

〈δA2〉 = Aǫn nsp F(G) (118)

〈δω2〉 = A
3
ǫn nsp F(G) (119)

〈δα2〉 = π2

12A
ǫn nsp F(G) (120)

〈δφ2〉 = 1
3A

(

π2

12
+ 1

)

ǫn nsp F(G) , (121)

whereǫn is the ratio of the photon energy to the unit energy (in soliton units),nsp is the

spontaneous emission factor,G is the gain of the amplifier, andF(G) = (G− 1)2/[G ln(G)]

is the ratio of the soliton peak power at the amplifier output to the peak power of the

average soliton. The perturbation theory can be used to calculate the evolution of the soliton

parameters as a function of distance [97]. The filters guide the amplitude and frequency

to a fixed point given byA = 1 andω = −ω′f /kf = ∆. The evolution of small variations

around this fixed pointA = 1+ a andω = ∆ + d are given by




a(z)

d(z)





=





t1 + t2
√

3/2(t1 − t2)
√

2/3(t1 − t2) t1 + t2









a0

d0





, (122)

whereγi = kf (1±|∆|
√

6), ti(z) = exp(−γiz), anda0 andd0 are initial values of the amplitude

and frequency. The magnitude of the parameter∆ must be less than 1/
√

6 to ensure stable
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propagation of the pulses. For a given filter strength, this condition fixes an upper limit for

the sliding rate.

To calculate the phase jitter, we change the referential andshift the fixed-point fre-

quency to zero. The evolution of the temporal position and phase is given by





α′z = −d (123)

φ′z = a+ ω′fα (124)

All parameters have an influence on the evolution of the phase. Since the amplitude and

frequency are coupled by the sliding filters, they both intervene in the first term on the

right-hand side of equation (123). The temporal position modifies the phase jitter through

the second term of this equation. At a given distancez, we can calculate the contribution of

each amplifier to the phase by using the initial values given by equations (118)–(121) and

the parameter evolution equations (123)–(124). Adding up all these contributions, taking

the variance, approximating the discrete sum over the amplifiers by a continuous integral,

and for distances such thatγ2z ≫ 1, we obtain the following expression for the phase

variance:

〈δφ2(z)〉 =
ǫnnspF(G)z

3zA

[

A1z+ A2z
2 + A3z

3
]

, (125)

with

A1 = 3a2
1 + 3a2

2 + 6a1a2 + b2
1 + b2

2 + 2b1b2 + 1+ π2/12

A2 = 3a1a3 + 3a2a3 + b1b3 + b2b3

A3 = a2
3 + b2

3/3+ π
2w

′2
f /12 ,

(126)

and

a1 =
1
γ1





1
2
+

√

1
6

ω′f

γ1



 b1 =
1
γ1





√

3
8
+
ω′f

2γ1





a2 =
1
γ2





1
2
−

√

1
6

ω′f

γ2



 b2 =
1
γ2



−
√

3
8
+
ω′f

2γ2





a3 =

√

1
6
ω′f

(

1
γ2
− 1
γ1

)

b3 = −
ω′f

2

(

1
γ2
+

1
γ1

)

.

(127)

The coupling between the frequency and the amplitude of the pulse resulting from the

sliding filters reintroduces az3 dependence of the phase variance. Whenω′f = 0, the terms
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A2 andA3 are reduced to zero, andA1 = 3/k2
f + 1 + π2/12, so that we recover the result

derived in reference [12] for fixed-frequency filters. Equations (125)–(127) are the main

result of this section. As for timing jitter, sliding the central frequency of the in-line filters

induces a penalty on the phase fluctuations. Therefore, for agiven filter strengthkf , there

is a trade-off between the reduction of the continuum and the growth of the phase jitter,

which both occur when the sliding rate is increased. It should be noted that equation (125)

does not apply when the continuum is strong because the perturbation theory does not take

into account interactions between the soliton and the radiative background. To investigate

the suppression of continuum, we now confront the analytical result with simulations.

Statistical simulations based on the split-step Fourier method were performed to calcu-

late the phase jitter as a function of distance in a soliton channel. The numerical parameters

of the system are given by Table 11. Gaussian filters were placed after each amplifier.

Table 11. Numerical values of the system parameters.

Pulse shape sech2

FWHM Pulsewidth (ps) 10
DSF Fiber dispersion (ps/nm.km) 0.25

Fiber length (km) 45
Fiber effective area (µm2) 50

Spontaneous emission factor 1.5

Figure 46 is a plot of the theoretical and numerically obtained phase standard deviation

as a function of distance in two systems with no sliding and filter bandwidths of 140 GHz

(kf = 0.16) and 100 GHz (kf = 0.33). We observe that the growth of the continuum causes

a large deviation of the numerical curve around 7 Mm for the 140 GHz system and 4.5 Mm

for the 100 GHz, and the phase jitter grows very rapidly beyond this point. As expected,

the continuum grows more rapidly when the filter bandwidth issmaller because the excess

gain is higher.

The standard deviation of the phase is plotted in Figure 47 for the 140 GHz system

with sliding rates of 6 GHz/Mm (ω′f = 0.022,∆ = −0.13) and 12 GHz/Mm (ω′f = 0.043,
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Figure 46. Standard deviation of the phase as a function of distance for filter bandwidths of 100 GHz
and 140 GHz, and no sliding. Solid line: numerical simulation, dashed line: perturbation theory.

∆ = −0.26). In both systems, the sliding filters efficiently suppress the continuum, and

the perturbation theory succeeds in predicting the phase jitter. For the 6 GHz/Mm sliding

rate, the term inz2 in equation (125) is predominant for a distances in the Mm range, so

that the phase standard deviation operates to grow linearly. When the sliding rate is fur-

ther increased to 12 GHz/Mm, the term inz3 becomes predominant for the same range

of distances, so that the phase jitter is considerably increased by the sliding filters. The

100 GHz system requires a higher sliding rate to suppress theradiative background expo-

nential growth.

Figure 48 is a plot of the phase jitter as a function of distance in this system, with a

sliding rate of 9 GHz/Mm (ω′f = 0.032,∆ = −0.10). This sliding rate allows sufficient

suppression of the radiative background noise over 10 Mm. This confirms the fact that

narrower filters can be used to further suppress phase jitter.
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Figure 47. Standard deviation of the phase as a function of distance for a filter bandwidth of 140 GHz
and sliding rates of 6 and 12 GHz/Mm. Solid line: numerical simulation, dashed line: perturbation
theory.
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Figure 48. Standard deviation of the phase as a function of distance for a filter bandwidth of 100 GHz
and a sliding rate of 9 GHz/Mm. Solid line: numerical simulation, dashed line: perturbation theory.
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3.4 Experimental investigation on phase jitter

3.4.1 impact of ASE noise and nonlinearities on a WDM DPSK-based transmission

The theoretical evaluation of phase jitter represents an important step toward a complete

analysis of system performances. In this context, we distinguished different phenomena

contributing to the total phase jitter. Among them, chromatic dispersion creates a coupling

between phase and frequency, which is underlined by the following experimental setup.

The cumulative effects of ASE and dispersion deteriorate the transmission performances

of a 10 Gbit/s WDM transmission line using a phase modulation. The following mea-

surements were done on a straight line (Figure 49) during an internship in the Lightwave

Communication Division (Mitsubishi).

CW 

Laser 

diodes

Clock
6.2 GHz

PrecodingPRBS23

12.4 Gbit/s

PSCR

ASE

+D

+D

-D

x4

87 km

ASE

Τ

MZDI

+D -D +D

x4

87 km

+D

Post DCF

Pre DCF

1 nm

32 km

Figure 49. Experimental setup in CSRZ DPSK configuration.

The 11 CW laser-diodes were arranged from 1542.94 to 1550.92 nm with a channel

spacing of 100 GHz. The even and the odd channels were multiplexed separately, mod-

ulated independently, and combined with orthogonal polarization by a polarization beam
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combiner to reduce linear and nonlinear crosstalk [104]. The DPSK signals were gener-

ated with phase modulators driven by a 12.4 Gb/s precoded data stream (PRBS23). The

Mach-Zehnder modulators driven by a 6.2 GHz clock with amplitude 2Vπ performed the

pulse carving for CSRZ-DPSK modulation. In the case of NRZ-DPSK, they were replaced

by optical attenuators. The polarization scrambler (PSCR) was intentionally inserted to

mitigate the BER fluctuations resulting from the polarization-dependent loss/gain and po-

larization mode dispersion in the loop. An additional source of ASE noise was inserted to

adjust OSNR at the transmitter.

The parameters of the transmission line are given in Table 12. After the 728 km prop-

agation, the signal was filtered using 1.0 nm bandwidth filters, decoded by a fiber based

1-bit delay interferometer, and detected by the balanced detector.

Figure 50 shows the Q-factor variations evaluated after BER measurements as a func-

tion of the OSNR at the transmitter. For both modulation formats, we changed the number

of channels to control the output power. Average powers of 6.1 and 9.5 dBm per chan-

nel were respectively obtained with 11 and 5 channels. In this first experiment, the optimal

pre-compensation was chosen for both formats (−160 ps/nm) and the received OSNRs were

set to 15.4 dB for NRZ DPSK and 13.1 dB for RZ DPSK, respectively. In any case, the

transmission is corrupted by the increasing level of ASE noise. For 6.1 dBm/ch, there is

no obvious difference between NRZ-DPSK and CSRZ-DPSK. Nevertheless, the increase

to 9.5 dBm/ch leads to a significant drop in the Q values. This is consistent with our previ-

ous simulation results. Since the level of SPM is increased,nonlinear phase jitter becomes

dominant.
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Table 12. Transmission line parameters.

FWHM Pulsewidth (ps) 54 ps
Number of WDM channels 11 (5)

Power per channel (dBm/ch) 6.1 (9.5)
Bit rate (Gbit/s) 12.4

Channel spacing (GHz) 100
Transmission line (Fibre UltraWave Ocean Fiber IDF/SLA)

Fiber 1 and 3 (SLA)
Dispersion (ps/nm.km) 20

Length (km) 29
Attenuation (dB/km) 0.2
Effective area (µm2) 106

Fiber 2 (IDF)
Dispersion (ps/nm.km) -44.5

Length (km) 28
Attenuation (dB/km) 0.23
Effective area (µm2) 29

Amplifier
Gain (dB) 20

Output power (dBm) 16.5
Noise figure (dB) 4

Fibre (SLA)
Dispersion (ps/nm.km) 20

Length (km) 32
Attenuation (dB/km) 0.2
Effective area (µm2) 106

Amplifier
Gain (dB) 8

Output power (dBm) 16.5
Noise figure (dB) 4
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Figure 50. Q factor as a function of the OSNR at the transmitter for NRZ DPSK and CSRZ DPSK.
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Another factor acting on the phase jitter evolution is the interaction chirp–chromatic

dispersion. It is represented by the termβ2φ2 in equation (69). The combined impairments

resulting from SPM and the distortions arising from residual dispersion, also known as the

SPM-GVD effect (Self Phase Modulation-Group Velocity Dispersion), affect the temporal

form of the optical signal. In a second experiment, we underlined this phenomenon by

varying the amount of pre-compensation. The post-compensation value was set to fully

compensate for the accumulated dispersion. The results (Figure 51) show the influence of

Gordon-Mollenauer and SPM-GVD effects on the overall transmission performance. In

the case of NRZ DPSK, Q-factor degradation is very fast as soonas the pre-compensation

is no longer optimal. The tolerance is even less strong when the average power per chan-

nel is increased. NRZ DPSK is therefore very sensitive to distortions resulting from pre-

compensation regardless of the OSNR level. In the same conditions, CSRZ DPSK shows

a better tolerance on a greater scale of pre-compensation values. All these conclusions

can be seen on the different eye diagrams of Figure 52. Each diagram was captured atthe

fixed OSNR of 28 dB. The timing distortions are due to the SPM-GVD, whereas the power

fluctuations are due to the Gordon-Mollenauer effect.

84



0ps/nm @TX 480ps/nm @TX-480ps/nm @TX

NRZ DPSK (9.5 dBm/channel)

0ps/nm @TX 480ps/nm @TX-480ps/nm @TX

NRZ DPSK (6.1 dBm/channel)

0ps/nm @TX 480ps/nm @TX-480ps/nm @TX

CSRZ DPSK (6.1 dBm/channel)

0ps/nm @TX 480ps/nm @TX-480ps/nm @TX

CSRZ DPSK (9.5 dBm/channel)

Figure 52. NRZ and CSRZ DPSK eye diagrams when pre-compensation value is varying for a given

average power per channel (6.1 and 9.5 dBm). The upper traces correspond to an eye taken before

demodulation whereas the bottom traces are taken after the balanced detection.
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3.4.2 Experimental measurement of optical phase jitter in RZ-DPSK systems

Theoretical [87, 105] as well as experimental [11] studies have investigated the probabil-

ity density of nonlinear phase noise and its impact on the degradation of phase-modulated

systems. Although it is now known that the Gaussian noise assumption fails in predicting

balanced receiver performance, its use is still reasonablyaccurate for single-ended detec-

tion [106]. Based on this assumption, a differential phase Q factor has been defined [107]

Q∆φ =
π

σ∆φ,0 + σ∆φ,π
, (128)

whereσ∆φ,0 andσ∆φ,π represent the standard deviations of the differential phase on the 0 and

π rails, respectively. The differential phase is the phase difference between two sampling

points separated by one bit period mapped to the range−π2 to 3π
2 . In Figure 53, the center

of the bit slot is located at 50 ps (or 150 ps) and the divergence of the differential phase at

100 ps is due to the fact that the intensity of the light signalis nearly zero.
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Figure 53. Differential phase eye diagram.

The phase Q factor was later adapted [108] to predict the BER more accurately. This
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method essentially addresses the impossibility of error counting in simulations and pro-

poses a useful BER estimate by evaluating the statistical fluctuations of the received sig-

nal. If the key parameters, i.e. the standard deviations of the differential phase on 0 and

π rails, are easily evaluated in simulations, their experimental evaluation is far from being

straightforward. [109] is the only experimental investigation that proposes an evaluation of

the soliton phase stability through its standard deviationmeasurement. Nevertheless, the

proposed scheme is too specific to the modulation format usedand cannot be adapted to

evaluate the performances of standard DPSK-based communications.

In this paragraph, we propose and investigate a novel experimental method which pro-

vides an estimate of the optical phase variance of RZ-DPSK systems. The means and

variances of the power detected before and after DPSK demodulation are the only physical

parameters needed to determine the optical phase variance.This can be easily measured

with the histogram function of a fast oscilloscope.

3.4.2.1 Principle

The basic principle of the phase jitter measurement is as follows.

MZDI

T

Ein(t)

Eout(t)

Figure 54. DPSK demodulator.

After propagation in the transmission line, the electric field can be written as

Ein(t) = (a(t) + n(t)).ej(φ(t)+δφ(t)) , (129)

wherea(t).ejφ(t) is the pulse waveform with peak powerP0 and corrupted by independent

amplitude noisen(t) and phase noiseδφ.
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In our model,n(t) is considered a zero-mean Gaussian random variable with variance

σ2
N. The phase noiseδφ(t) results from the direct contribution of ASE accumulated dur-

ing the propagation and the nonlinear phase noise mediated by the self-phase modulation

(SPM) effect. Our model assumes that the successive phase shiftsδφ(t) andδφ(t − T) are

independent Gaussian zero-mean random variables with variancesσ2
φ.

In general,δφ(t) andn(t) are correlated, however for simplicity, we will assume they are

independent. This simplified model is justifieda posterioriby our simulation results. The

data bits encoded on the differential phase∆φ(t) = φ(t) − φ(t − T) are retrieved by using a

Mach-Zehnder delay interferometer (MZDI). The MZDI shown in Figure 54 performs the

interference between two successive bits so that the electrical field at one of the two output

ports is

Eout(t) =
1
2

(Ein(t) + Ein(t − T)) . (130)

The expected value of the detected power is

E[|Eout(t)|2] =
1
2
σ2

N+
1
4

(

a(t)2 + a(t − T)2
)

+
1
2

a(t) a(t−T).E
[

cos(∆φ(t) + ∆δφ(t))
]

, (131)

whereE[.] stands for the expectation value. When the interference is constructive, i.e.

∆φ(t) = 0, the mean and variance of the detected power at peak intensity are given by






E[|Emax
out (t)|2|∆φ(t) = 0] =

1
2

[σ2
N + P0.(1+ e−σ

2
φ)] (132)

σ2
|Emax

out (t)|2|∆φ(t)=0 =
1
16

[6σ4
N + 12σ2

NP0 + 2P2
0] +

1
8

(P2
0 + σ

4
N + 2σ2

NP0).e
−4σ2

φ

−1
4

P2
0.e
−2σ2

φ + σ2
NP0.e

−σ2
φ . (133)

Likewise before demodulation:






E[|Emax
in |2] = P0 + σ

2
N = m , (134)

σ2
|Emax

in |2
= 4P0σ

2
N + 2σ4

N = v . (135)
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Solving this system of equations yields:

P0 =

√

m2 − v
2
, (136)

σ2
N = m−

√

m2 − v
2
. (137)

Finally, one obtains

σ2
|Emax

out
(t)|2|∆φ(t)=0

= f (m, v) + 2m2 e−4σ2
φ + g(m, v) e−2σ2

φ + h(m, v) e−σ
2
φ , (138)

where

f (m, v) =
1
8

(v+m2) (139)

g(m, v) = −1
8

(2m2 − v) (140)

h(m, v) = m

√

(m2 − v
2

) −m2 +
v
2
. (141)

Equation (138) relates the variance of the power measured atthe peak of a constructive

interference (σ2
|Emax

out (t)|2|∆φ(t)=0
) to the meanm and variancev of the peak power before de-

modulation, and the phase varianceσ2
φ. The estimation only relies on a measurement of

these physical parameters through the histogram function of an oscilloscope and the nu-

merical resolution of (138).

3.4.2.2 Experimental results

The experimental setup used to investigate the proposed phase jitter estimation method is

shown in Figure 55. The output of a 1550 nm CW laser source feedsa phase modulator

driven at 10 Gb/s by a pseudo random bit stream (PRBS 27 − 1). The Mach-Zehnder

modulator driven by a 10 GHz clock with an amplitudeVπ performs the pulse carving for

RZ-DPSK modulation.

In order to observe nonlinear effects, we intentionally add ASE noise to the RZ-DPSK

signal at the transmitter. The noise generation scheme consists of a variable attenuator fol-

lowed by an optical amplifier and an optical bandpass filter. This allows for the adjustment
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Clock
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Error Detector
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DCF

-1820

ps/(nm.km)

Figure 55. Experimental setup.

of the OSNR before transmission. The transmission line consists of a 100 km span of SMF

preceded by a 1 km span of highly nonlinear fiber (HNLF) with a nonlinear coefficient

γ = 10W−1.km−1 to enhance the SPM effect.

Dispersion is compensated by a dispersion compensating fiber (DCF) module with

1820 ps/(nm). The signal is preamplified before being demodulated. One output port of

the MZDI is connected to the oscilloscope to perform the histogram measurements while

the other one is used for BER measurement. In order to enhance the Gordon-Mollenauer

effect, high input powers were used. The input powers into the HNLF and DCF were 16.5

and 2.45 dBm respectively. The optical bandwidth of the oscilloscope for the histogram

measurement was 50 GHz.

Figure 56 shows the eye diagrams observed before and after demodulation for various

noise loader attenuations. The process used to estimate thephase jitter is represented in

the case of a 28 dB attenuation. As indicated, all the histograms are measured in a 20ps

timing window at the peak power of the eye diagram before and after demodulation. The

received peak power prior demodulation is appropriately attenuated to the value of 8 mW

so that the detection noise remains negligible compared to the amplitude and phase noise
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we want to characterize.

28 dB

31 dB

33 dB

Before demodulation After demodulation

BER=3.26 10
-7

BER=5 10
-4

BER=1.13 10
-3

E[ |Emax
in |

2] σ2
|Emax

in |2
σ2
|Emax

out (t)|2|∆φ(t)=0

Figure 56. Eye diagrams observed before and after demodulation for various attenuations.

The histogram measurements provide the numerical values for the physical parameters

(m, v) andσ2
|Emax

out (t)|2|∆φ(t)=0
, respectively before and after demodulation. The estimation ac-

curacy forσ2
φ therefore relies on the model presented in section I. The keydevice, i.e. the

MZDI, was so far considered as perfect, however in practice,the non negligible insertion

loss (XLoss≃ 3.14 dB) introduces a deterministic multiplicative factor in the relation be-

tween the input/output optical fields. Equation (138) is modified to take the losses into
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account and solved numerically

10
XLoss

5 σ2
|Emax

out
(t)|2|∆φ(t)=0

= f (m, v) + 2m2 e−4σ2
φ + g(m, v) e−2σ2

φ + h(m, v) e−σ
2
φ . (142)

Figure 57 shows the experimental phase variance as a function of the noise loader atten-

uation. These measurements are compared with numerical simulations where the phase

variances are directly computed from the optical phase evolution of a PRBS 27 − 1 se-

quence propagating in the setup described in Figure 55. The estimated varianceS2 is

computed using the best unbiased estimator with 1480 samples. The standard error is then

given byσS2 = S2
√

2/(N − 1), whereN is the number of samples used to estimate the

variance [110].
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Figure 57. Phase variance as a function of the noise loader attenuation.

Figure 57 shows a satisfactory agreement between experimental and simulations results.

When the attenuation ranges from 14 to 20 dB, the standard deviation measurements do not

change significantly. In fact, as shown in the inset of Figure57 where the measured BER

is plotted as a function of both attenuation and Q phase (QPhase= π/2σφ), the measured

BER in this range is inferior to 10−9. The amount of phase noise is then gradually increased

and measured for BER ranging from 2.41 10−8 to 1.13 10−3.
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In this chapter, we essentially focused on one of the main limitations of phase-modulated

systems: the optical phase jitter. Theoretical as well as experimental results show how the

phase noise affects the performances of any transmission. On that occasion, we noticed

that modulation formats do not have the same tolerance to both chromatic dispersion and

nonlinearities. That is why we propose and further characterize an original format based

on duobinary phase modulation.
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CHAPTER 4

DUOBINARY DPSK MODULATION

The design of new optical communication systems integratesthe latest technical innova-

tions. Although the slightest available margin is used to improve the quality of the transmis-

sion, one can note that the performances are reaching a certain floor. Regarding the maturity

of the RF communications, it seems that optical communications are at an early stage of

development which can benefit from the ideas and know-how accumulated in RF. How not

to be stuck by the complexity and the efficiency of the codes (40 bit/s/Hz) when commer-

cially available optical systems only use intensity modulation in its simplest forms? That

is why researchers have intensely worked on modulation formats able to be future updates

for optical communication systems. This last chapter will be put in this context since we

present the first implementation of a partial response optical continuous phase-modulated

(CPM) system based on a duobinary phase response. The principle of the resulting format

called duobinary-DPSK will be investigated both theoretically and experimentally.

4.1 Duobinary signal

The purpose of this first paragraph is to present duobinary signals in a digital communica-

tion context to better understand the benefits of their use.

4.1.1 Origin
4.1.1.1 Symbols interference

A general model for baseband communication systems is represented on Figure 58.
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Figure 58. General scheme of a digital communication system. g(t), f (t), and c(t) are the impulse

responses of the modulation/demodulation filters and the channel.

The digital data sequence is modulated before its propagation in the channel, demod-

ulated and finally detected. After sampling, the sequence issubject to a threshold which

produces a result that has to be as close as the original data as possible. During the prop-

agation, the signal experiences deterministic distortions as well as stochastic ones (noise

generated by amplifiers and other electrical components). Using the classical theory of

digital communications [111], modulation and transmission channel are modeled by filters

with impulse responsesg(t) andc(t). Noisez(t) is the realization of a random process on

which we have to make some assumptions. It will be consideredas stationary additive

white Gaussian noise (AWGN) with power spectral densityσ2
0. At the channel output, we

have

r(t) =
+∞∑

k=0

dk h(t − kT) + z(t) with h(t) = g ∗ c(t), (143)

where∗ is the convolution operator. The receiver is composed by a demodulation filter with

impulse responsef (t) to be determined, a sampler with periodT, and a decision threshold

device which gives the valuedk of the transmitted bit at timekT. The demodulated signal

is given by

y(t) =
+∞∑

k=0

dk h ∗ f (t − kT) + z∗ f (t) =
+∞∑

k=0

dk x(t − kT) + ν(t) . (144)

So at timekT, we can write

yk = y(kT) =
+∞∑

n=0

dn xk−n + νk = x0




dk +

1
x0

∑

n≥0, n,k

dn xk−n




+ νk . (145)
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Normalizing the former expression, we obtain the followingform which leads to a major

problem for the decision device

yk = dk +
∑

n≥0, n,k

(dn xk−n) + νk . (146)

If the second term of the sum called intersymbol interference (ISI) is large — and this is

independent of the noise level which is another impairment —, it dramatically disturbs the

decision to retrievedk. The Nyquist criterion gives a condition onx(t) or its spectrumX( f )

to cancel this interference:

Time criterion

IS I = 0⇔
∑

n≥0, n,k

dn xk−n = 0⇔ x(kT) =






1 if k = 0

0 if k , 0
(147)

Frequency criterion

IS I = 0⇔
+∞∑

m=−∞
X

(

f +
m
T

)

= T (148)

If the channel has a bandwidthW, 3 cases can be distinguished:

•
1
T
> 2W: as

+∞∑

m=−∞
X

(

f +
m
T

)

is the periodic spectrum ofX( f ) without overlapping,

The Nyquist criterion cannot be verified and there is no way toavoid ISI.

-W1_
T

-
1_
T

W0 Frequency f

+∞∑

m=−∞
X

(

f +
m
T

)

Figure 59. Representation of B(f) in the case wheref > 2W.
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•
1
T
< 2W: the periodic spectra overlap and solutions verifying the Nyquist criterion

exist such as

X( f ) =






T si 0≤ | f | ≤ 1−β
2T

T
2 {1+ cos

[
πT
β

(

| f | − 1−β
2T

)]

} si 1−β
2T ≤ | f | ≤

1+β
2T

0 si | f | > 1+β
2T

(149)

W-W 1_
T

1_
T

-W1_
T

-
1_
T

- +W Frequency f

+∞∑

m=−∞
X

(

f +
m
T

)

Figure 60. Representation of B(f) in the case wheref < 2W.

•
1
T
= 2W: in this case, there is only one filter verifying the criterion, the one corre-

sponding to asinc
(
πt
T

)

pulse.

All this means that the greatest possible value for1
T to have a transmission without ISI is

2W. The natural tradeoff that comes in mind for high bit rate transmissions is to allowa

controlled amount of ISI. In the time domain, the Nyquist criterion is

x(kT) =






1 if k = 0

0 if k , 0

(150)
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Controlling ISI is done by allowing another non zero value forx(kT). We then obtain a

class of filters easy to design: duobinary filters. The most used in optical communication

systems is

x(kT) =






1 if k = 0; 1

0 else
(151)

The periodic spectrum is not verifyingB( f ) =
+∞∑

m=−∞
X

(

f +
m
T

)

= T anymore but

B( f ) =
+∞∑

m=−∞
X

(

f +
m
T

)

= T .
(

1+ e− j 2π f T
)

(152)

Solving this equation at the Nyquist frequency leads to

X( f ) =






1
W

e− j π f
2W cos

(

π f
2W

)

if | f | <W

0 else.

(153)

Taking the inverse Fourier transform, we get the shape of thecorresponding duobinary

pulse (Figure 61)

x(t) = sinc(2πWt) + sinc

(

2π(Wt− 1
2

)

)

(154)
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Figure 61. Duobinary pulse [1,1] and its spectrum.

If we now suppose that two symbols ’1’ are emitted at time 0 andT. Because of the

controlled ISI, we will get the superposition of the pulses at the receiver and the resulting

main lobe will have an amplitude of ’2’ (Figure 62).

T 3T 5T

2W
T=

1

x(t)

t0 T 3T 5T

2W
T=

1

s(t)

t0

1 1

2

Figure 62. Pulses generated at time 0 and T with the resultingpulse s(t) at the receiver.

At the modulator input, we haveyk = dk+dk−1+νk. Without noise,dk can be retrieved by

subtraction at the receiver. To avoid error propagation, a differential precoding is performed

at the transmitter. The precoded sequencepk is obtained according to

pk = dk ⊕ pk−1 with p0 = 0 , (155)
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where⊕ is the XOR operation. The transmitted sequencetk is derived frompk.

Datadk 1 0 1 1 0 1 0 0 1 0 1

Precoding sequencepk = dk ⊕ pk−1 0 1 1 0 1 1 0 0 0 1 1 0

Transmitted datatk -1 1 1 -1 1 1 -1 -1 -1 1 1 -1

Reveived sequenceBk = tk + tk−1 0 2 0 0 2 0 -2 -2 0 2 0

The received sequenceBk is called duobinary since its 3 levels possible amplitudes−2, 0

or 2 only code for 2 original levels in the data sequence. It iseasy to see how each level 2

or−2 is mapped to an initial data 0 and each 0 is mapped to an initial 1. From the received

signal at the input of the demodulator, we have

dk =
1
2

Bk ⊕ 1. (156)

One can intuitivelly understand the benefits of such a signal. In the case of a (0,1,0)

sequence, the (-2,0,2) sequence produced by duobinary coding is globally less abrupt from

the filtering point of view. In the Fourier domain, this will give a spectrum with a reduced

occupation which is particularly interesting for WDM systems. This is what is studied in

the next paragraph.

4.1.1.2 Duobinary spectrum

The goal of this paragraph is to characterize the advantage of duobinary modulation in the

frequency domain. Let

xduo(t) =
∑

k

dk h(t − kT) (157)

be a duobinary signal generated by the filtering of the binarydata sequence (dk)k with mean

µk and autocorrelation function

Rdk(m) =
1
2

E[d∗n dn+m] . (158)

To estimate the performance of the modulation, we compute the spectrum of the modulated

signal

x(t) = Re
[

xduo(t) .e
j2π f0 t

]

(159)
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where f0(t) is the carrier frequency. For a wide sense stationary (WSS) signal, we have to

compute the autocorrelation functionRxduo of xduo to express its spectrumSxb( f ) by Fourier

transform, then deduce the power spectral densitySx( f ) of the modulated signal using

Rx(τ) =
1
2

Re
[

Rxduo(τ) .e
j2π f0 τ

]

(160)

Sx( f ) =
1
4

Sxduo( f − f0) +
1
4

Sxduo(− f − f0) . (161)

Developed in [111], the calculus shows that, if (dk)k is WSS,xduo(t) is not becauseRxduo(t, s)

is not function of (t − s). We can understand it: from a physical point of view, we particu-

larize each instantnT for which a new symbol is generated. So this cannot guaranteethat

Rxduo(t, s) is independent of the time origin, a necessary condition for wide sense stationar-

ity. However if all the realizations taken into account in the statistical moment evaluation

are synchronized (symbol emitted everykT), we can note thatxduo(t) is random and has

periodic mean and autocorrelation functions





Rxduo(t, s) = Rxduo(t + T, s+ T)

E [xduo(t)] = E [xduo(t + T)] (162)

xduo(t) is cyclostationary or periodic WSS. Its power spectral density is computed from its

autocorrelation functionRxduo(t, t + τ) averaged on one period T

R̂xduo(τ) =
1
T

∫ T/2

−T/2
Rxduo(t, t + τ) dt =

1
T

+∞∑

m=−∞
Rdk(m)

∫ +∞

−∞
h∗(t) h(t + τ) dt, (163)

The Fourier transform of (163) gives the average power spectral density ofxduo(t):

Ŝxduo( f ) =
1
T
|H( f )|2 Sdk( f ) (164)

whereSdk( f ) is the power spectral density of the binary data sequence. This last relation

shows how the spectral characteristics of the duobinary signal depend on the pulseh and

the data correlation. For a duobinary filter with impulse response

h(t) = sinc(2πWt) + sinc(2π(Wt− 1
2

)) (165)
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or

H( f ) =
1
W

e− j π f
2W . cos(

π f
2W

) rect[−W;W] (166)

in the frequency domain, we have

Ŝxduo( f ) = 4Tσ2 cos2(π f T) , | f | < 1
2T
. (167)

with the assumption of a zero mean white Gaussian noise with spectral densityσ2 for the

data sequence. Under the same conditions, NRZ and RZ modulation give

SNRZ( f ) = σ2 A2T sinc2(π f T) , | f | < 1
2T
, (168)

SRZ( f ) = α2σ2 A2T sinc2(απ f T) , | f | < 1
2T
. (169)

The different power spectral densities are represented on Figure 63. Duobinary modulation

have a spectrum compressed by a factor 2 compared to NRZ modulation which makes

it a good candidate for WDM optical communications. In particular, it shows a better

dispersion tolerance. Many experiments report significantimprovements in dense and long

WDM transmissions [112–115].
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Figure 63. Power spectral densities of NRZ (bold), RZ (shaded line) and duobinary (solid line) modu-

lations.
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4.1.2 Simulations of duobinary filters

In practice, several techniques are available to generate an electrical duobinary signal. If the

same precoding step is common to all schemes, different filters can be chosen to approach

the cosine shape of the ideal duobinary filter. As it does not show sharp transitions, its

fabrication is simple. Figure 64 presents the two methods toproduce an electrical duobinary

signal, which only differ in the production of the 3 logical levels (0,1,2) since a) uses a

coder followed by a lowpass filter with cutoff frequencyB/2 (Delay and Add Filter for the

delay/summation and the filter) whereas b) only uses a tighter filter.

Precoding

T

XOR

+

T

Delay & Add Filtering (B/2)

(0,1)

(0,1,2)

T

XOR

Precoding

(0,1) (0,1,2)

Filtering (B/4)

b)

a)

Figure 64. Techniques used to generate an electrical duobinary signal: a) Delay and Add Filter method,

b) Filtering method.

The simulation results presented on Figure 65 show the influence of the filter on the

signal waveform generated from the precoded data sequence.We note that, if at sampling

instants the logical level are exactly the same, their evolutions are slightly different. The

Bessel filter used in the lab produces larger variations in amplitude than the ideal filter. This

is particularly visible for the (1,1) sequence in the 4th bit slot. In practice, we will optimize

the different parameters to maximize the eye diagram opening.
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b) Duobinary signal
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Figure 65. Ideal filter (bold), Butterworth filter (solid lin e), ”Delay and add+ filter” (dotted bold line),

experimental Bessel filter (dotted line).
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(solid line), ”Delay and add+ filter” (dotted bold line), Experimental Bessel filter (dotted line).
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4.2 Implementation of the Duobinary DPSK modulation

In this section, we propose a modulation format called duobinary DPSK. Its first experi-

mental implementation is done at 2 Gb/s before being performed at 10 Gb/s.

4.2.1 Principle

In an intensity modulation context, duobinary modulation was shown to be an attractive

candidate. Because of its bandwidth compression (Figure 63), it shows a better dispersion

tolerance than its RZ and NRZ counterparts [112]. This advantage could be exploited

• for metropolitan networks with SMF links longer than 40 km without dispersion

compensation,

• for long-haul WDM transmissions in which the residual dispersion accumulated by

the channel suffering from the dispersion slope is not controlled anymore.

At the same time, as modulation formats that possess a higherspectral efficiency are in-

tensively studied [49, 116], attention focused on phase-modulated formats as promising

updates for future optical communication systems [47, 48, 117]. Already developed in the

80’s to improve the performances in terms of signal to noise ratio at the receiver, coher-

ent systems — which use the optical phase to convey information — have been discarded

by the arrival of optical amplifiers. The pre-amplification performed by an EDFA before

the photodetector allowed a sufficient SNR increase. Nevertheless, phase modulation pos-

sesses several advantages over intensity modulation in a WDMsystem: better tolerance to

channel nonlinearities and cascaded filtering, and a 3 dB higher sensitivity with balanced

detection. However, on-off signalling has always been used in phase-modulated systems

resulting in abrupt switchings in the time domain that translate into large spectral side

lobes outside of the main spectral band. In the radio-frequency domain, continuous phase-

modulated (CPM) systems were shown to overcome these limitations [118]. we present the

first implementation of a partial response optical CPM systembased on a duobinary phase

response.
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Table 13 shows a practical example of duobinary DPSK modulation. For DPSK-based

modulation, the data streamsdata[k] at rate R has to be differentially encoded. This logical

XOR operation results in the first precoded sequence

p1[k] = sdata[k] ⊕ p1[k− 1] . (170)

The generation of the duobinary signal requires an additional precoding step, which is

identical to the first one, yielding the output sequence

p2[k] = p1[k] ⊕ p2[k− 1] . (171)

This signal is passed through a 5th order Bessel lowpass filterwith a 0.28 R cutoff fre-

quency. Binary precoded datap2[k] are thereby transformed into a 3 level duobinary sig-

nal [112]

sduo[k] = p2[k] + p2[k− 1] . (172)

The operation that convertsp1[k] into sduo[k] has the following one-to-one mapping prop-

erty: a logical ’1’ in p1[k] results in a ’1’ insduo[k], while a ’0’ in p1[k] results in a ’0’ or

’2’ in sduo[k] depending on the memory introduced by the duobinary filtering.

When the phase modulator is driven by a 2Vπ amplitude duobinary signal, the optical

phase has continuous variations between 0,π and 2π. As in intensity duobinary modulation,

logical levels are well defined only at the center of the bit slots, and large oscillations occur

between two successive sampling times. Allowing these oscillations is at the origin of the

reduced spectral width.
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Table 13. Practical example of duobinary DPSK modulation

Data:sdata[k] x x 1 1 1 0 1 1

Differential precoding

DPSK p1[k] = sdata[k] ⊕ p1[k− 1]

p1[k] x 0 1 0 1 1 0 1

Duobinary p2[k] = p1[k] ⊕ p2[k− 1]

p2[k] 0 0 1 1 0 1 1 0

Modulating duobinary signal

sduo[k] = p2[k] + p2[k− 1]

sduo[k] 0 0 1 2 1 1 2 1

MZDI

Constructive port

sc
mzdi[k] 0 1 0 0 0 1 0 0

Destructive port

sd
mzdi[k] 1 0 1 1 1 0 1 1

Because photo-detection is phase insensitive, a phase-to-intensity conversion is needed

at the receiver. The optical signal is therefore demodulated by a Mach-Zehnder delay

interferometer (MZDI) that performs the interference between two successive bits. It is

clear that after removing the first two bits of MZDI sequencesdue to the two precodings,

we recoversdata[k] (resp.sdata[k]) at the MZDI constructive (resp. destructive) port.

4.2.2 Experimental characterization of the duobinary filter

The duobinary filters used in the laboratory experiments are5th order lowpass Bessel filters

(Picosecond Pulse Labs) with a 3 dB cutoff frequency of 542 MHz (resp. 2.69 GHz) for a

2 Gb/s (10 Gb/s) bit rate. Their spectral specifications are measured by a network analyser
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and presented in Figure 67.
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Figure 67. Bode diagram of duobinary filters at 2 Gb/s and 10 Gb/s.

4.2.2.1 Experimental setup: 2 Gb/s feasibility with a fiber-based demodulator

The principle of the duobinary DPSK modulation explained, we now report its first exper-

imental implementation at the bit rate imposed by the bit error rate tester (BERT) (Anritsu

MP1632): 2 Gb/s. We will compare it to its NRZ DPSK counterpart to check the trends

for the optical spectra obtained by simulations. The experimental setup is depicted in Fig-

ure 68. A distributed feedback laser feeds a 10 Gbit/s phase modulator withVπ = 5.8V.

This modulator is driven either directly with a 2 Gbit/s pseudo random bit sequence with

amplitudeVπ for DPSK or with the corresponding duobinary signal with amplitude 2Vπ for

duobinary DPSK.

The fiber-based demodulator is made from two couplers put in an isotherm box (Fig-

ure 69). In this experiment, the optical phase is controlledby the following parameters

• as in the commercially available 10 Gb/s DPSK demodulator, we stabilize and control
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Figure 68. Experimental setup used to generate NRZ DPSK and duobinary DPSK modulation.

the temperature of one arm of the MZDI by a Pelletier,

• as soon as the temperature is controlled, we adjust the wavelength of the laser source

(Tunics+).

As soon as the interference condition is verified, the systemis stable enough to allow some

significant measurements. The drift is faster for duobinaryDPSK (around 90 mn) than for

NRZ DPSK (more than 2 hours).

Output ports

Input port

Figure 69. Fiber-based DPSK demodulator.
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0 1 2 3 4 5 6 7

Binary precoded data:
2

p(t)

0 1 2 3 4 5 6 7

s (t)
duo

Duobinary signal:

0 1 2 3 4 5 6 7

MZDI : - Constructive port: s  (t)
c

mzdi

0 1 2 3 4 5 6

mzdi

d

s  (t)- Destructive port:

Figure 70. Experimental signals corresponding to the data sequence of Tab.1: simulations (dashed),

experimental results (solid line), simulated experimental filter (dashed bold).

Figure 70 shows the electrical and optical signals at different points in the system ob-

tained by the data sequence of Table 13. The simulations (dashed and dashed bold lines)

are respectively obtained by use of an ideal duobinary filter(h(ω) = cos(ωT/2)) and the

experimental Bessel filter. They produce a slightly different signal compared to the exper-

imental Bessel filter (solid line). Combined with demodulatorimperfections, this explains

the mismatch in the waveforms although logical values are equal at sampling times. As

in a standard DPSK system, balanced detection can be used to obtain a 3 dB increase in

sensitivity.
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Figure 71 shows the simulated and measured eye diagrams at the output of the construc-

tive port. The large oscillations between sampling times inthe duobinary case are clearly

observed. The DPSK eye diagram also shows sharp rises between two successive bit slots.

This is easily explained by the use of a finite-bandwidth phase modulator that does not pro-

duce perfectπ phase jumps, as opposed to the intensity modulator technique usually used

to generate the optical DPSK signals [117]. The asymmetry inthe observed space level

is therefore due to imperfections in the experimental setup. Moreover, the simulated eye

diagram does not exhibit such an asymmetry.

DPSK Duobinary DPSK

Figure 71. Simulated and experimental eye diagram of NRZ DPSK and duobinary DPSK at the output

of the MZDI constructive port.
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4.2.3 Optical spectrum and sensitivity: measures and comparison with NRZ-DPSK

A scanning Fabry-Ṕerot interferometer is used to measure the spectra of the output sig-

nals. Experimental results are presented in Figure 72 with respect to the optical frequency

normalized to the transmission bit-rate.
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Figure 72. Simulated and experimental optical spectrum of NRZ DPSK and duobinary DPSK modu-
lation.

The simulated spectra are computed from a pseudo-random bitsequence (PRBS) of

length 27 − 1. The superiority of duobinary DPSK over DPSK modulation interms of

bandwidth requirements is clearly observed. Although the main lobes are of comparable

width, the duobinary DPSK spectrum does not exhibit side lobes. We therefore anticipate

a better behavior against cascaded optical filtering used ina WDM environment. The spec-

trum is reduced by a factor of two if we use the 20 dB full width criterion. If no filters are
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used, this reduction results in a better tolerance to group-velocity dispersion.

We then measured the sensitivity of the two formats. For thispurpose, an optical atten-

uator was inserted between the emitter and the error detector. A 2.6 GHz electrical lowpass

filter was used at the detection. A thermal noise sensitivitydegradation of 3.5 dB is ob-

served for duobinary DPSK. This is attributed to the eye opening penalty due to oscillations

between sampling times and imperfections in the MZDI and duobinary filter mentioned ear-

lier. In the context of intensity modulation, this penalty was also observed for phase-shaped

binary transmission [119] when compared to NRZ and evaluatedaround 3 dB.
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Figure 73. NRZ DPSK and duobinary DPSK back-to-back sensitivity.
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4.3 Duobinary DPSK: study of a10Gb/s transmission

In the previous paragraph, we presented the practical implementation of a continuous-

phase modulation format which shows a reduced spectrum compared to conventional NRZ

DPSK. In this section, we investigate the supposed properties of duobinary DPSK in a

10 Gb/s transmission using a recirculating loop.

4.3.1 Optical spectrum

At 10 Gb/s, the optical spectrum is not measured with a scanning Fabry-Pérot interfer-

ometer anymore, but directly with an optical spectrum analyser (APEX AP2040A) with a

100 MHz resolution. NRZ DPSK is generated by the two methods described in Figure 25.

If differences are noticed between the NRZ DPSK spectra, the conclusions drawn at 2 Gb/s

for duobinary DPSK are still valid: the side lobes are suppressed.
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Figure 74. Experimental optical sprectum of NRZ DPSK (PM: phase modulator, MZM: Mach-Zenhder
modulator) and duobinary DPSK modulations.
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4.3.2 Transmission tolerance: dispersion/non lineariries
4.3.2.1 Tolerance to chromatic dispersion

Preliminary results at 2 Gb/s (Figure 72) show the reduced spectral occupation of duobi-

nary DPSK compared to NRZ DPSK. These results are synonym of a better tolerance

to group-velocity dispersion, which seems to be confirmed bythe 10 Gb/s simulations

(Figure 75). Although DPSK initially demonstrates a highereye opening, the trend is re-

versed after 40 km propagation in standard single mode fiber with dispersion parameter

D = 17ps/(nm.km).

DPSK Duobinary DPSK

a) b)

c) d)

Figure 75. Dispersion tolerance (numerical simulations).

We measured the eye opening penalty using the experimental setup of Figure 76. The

acquisition of a 10 Gb/s BERT, DPSK demodulator, and a balanced detector allowed us to

operate in closer conditions to deployed lines in which the main impairment is the chro-

matic dispersion. We can see on Table 2 that, at 2 Gb/s, if we can demonstrate the modula-

tion/demodulation principles, we cannot observe the same dispersion impact on such short

distances (40 km) as at 10 Gb/s. The signal distortions are successively observed after 0,

20, and 40 km propagation (Figure 77).
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Figure 76. Dispersion tolerance.

a)

b)

0 km 20 km 40 km

Figure 77. Dispersion tolerance: a) NRZ-DPSK b) Duobinary DPSK.

Conclusions that can be drawn from this experiment are in goodagreement with numer-

ical simulations. The eye opening penalty defined by equation (47) quantifies the dispersion

tolerance. Results (Figure 78) show the initial trend inversion so that, finally, duobinary

DPSK has a 1.2 dB higher opening than DPSK after 40 km propagation. This gain is sig-

nificant since it can be used to increase the amplifier spacingfor a constant performance

level.
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Figure 78. Eye opening penalty (dB) as a function of propagation distance for NRZ-DPSK and duobi-

nary DPSK modulation.

4.3.2.2 Tolerance to nonlinearity

The idea is to introduce additional ASE noise to artificiallyimpair the OSNR at the trans-

mitter, then quantify the impact on the performances after transmission. After several tries,

we chose the following experimental setup (Figure 79):

• The signal first propagates in 1 km of highly nonlinear fiber (HNLF) (γ = 13W−1km−1,

λZD = 1550 nm) then in 20 km of DSF (γ = 2W−1km−1, λZD = 1553 nm).

• To get a fair comparison of all the generated formats, the average power injected in

the line when the ASE source is shutdown is set to 10.4 dBm. In these conditions,

the spectrum peak power is measured at a 0.07 nm resolution then normalized at

0.01 nm. The gain of the amplifiers are adjusted so that this value remains constant. If

no precaution is taken, the ASE injected with the signal quickly saturates the optical

amplifiers and their gains are dramatically decreased. The signal is less amplified

and we don’t get the same level of nonlinearity.
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Figure 79. Tolerance to nonlinearity.

The absolute criterion for performance measurement is the BER. However, we encoun-

tered two experimental difficulties which forced us to use the Q factor measurement. First,

our BERT was not able to synchronize the 10 Gb/s emitted and received sequences for

duobinary DPSK, even in back-to-back conditions. It was notreally a surprise because at

2 Gb/s, the BER (Anritsu MP1632A) was only able to synchronize in manual mode (phase

and threshold). When the BER curves are plotted as a function ofboth phase and threshold

(Figure 80), we see how duobinary DPSK requires a careful attention given the smaller

range of parameters that allow the reach of a low BER.
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Figure 80. BER curves as a function of both phase and decisionthreshold (2 Gb/s).

The 10 Gb/s BERT had no manual mode. Moreover, we had problems with the balanced

detector. That is why we have chosen to perform a Q factor measurement according to (48).

For each modulation format, means (µ1, µ0) and variances (σ1, σ0) are measured on the
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eye diagram with the histogram function of our oscilloscope(CSA8000) on a 20 ps time

window. The linear Q factor obtained when the OSNR is gradually degradated by the ASE

are plotted on Figure 81 for various modulation formats.

Under the classical IMDD (Intensity Modulated Direct Detection) assumptions and a

Gaussian statistic for the noise, the relation between the BER and the Q factor is

BER(Q) =
1
2

er f c(
Q
√

2
) o er f c(x) =

2
√
π

∫ +∞

x
e−α

2
dα. (173)

This relation is therefore not strictly valid for DPSK signals but gives an idea of the

BER reached. As a 10−9 BER is obtained for a linear Q factor of 6, the majority of the

measurements concerns very low BER. They are not in the 10−3-10−9 range. Even if this

setup does not reproduce realistic transmission conditions, it gives the general trends more

than a full characterization.
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Figure 81. Tolerance to nonlinearity.

For intensity modulated formats, the trends are in agreement with already published

results. RZ formats demonstrate a better tolerance than NRZ orduobinary although their

level of SPM are a priori higher since for an equal average power, their peak power is higher

than NRZ [120]. Nevertheless, the pulse train of the RZ signal is independent of the data

sequence which makes it robust to SPM impairments related topulse pattern dependence.
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In the case of CSRZ, it has been shown [121, 122] that nonlinearity is mainly caused by

intra four-wave mixing (IFWM) [123]. As far as the modulationphase is concerned, the

trend is similar although differences in Q values are smaller except for duobinary DPSK.

4.3.2.3 Sensitivity

For various modulation format, we did the same measurementsas the ones done in para-

graph 4.2.3. The main difference, apart from the change in bit rate, is that only Q factors

are measured. The signal is not filtered after detection before being passed to the error

detector. The results on Figure 82 show the different thermal noise sensitivities. Using re-
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Figure 82. Sensitivity: a)-b) intensity modulation (NRZ, RZ, CSRZ, and duobinary), c)-d) phase mod-
ulation (NRZ-DPSK, RZ-DPSK, CSRZ-DPSK, and duobinary DPSK).

lation (173) with the same precautions leads to an estimate of the BER involved. In general,

one can see the greater sensitivity of RZ formats over their NRZcounterparts [124–126].

This advantage helps in decreasing the average power injected in the fiber or in increasing

the transmission distance with the same BER at receiver [127]. This difference seems less
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important for phase-modulated formats. As far as duobinaryDPSK is concerned, the ob-

served difference with NRZ DPSK is larger than at 2 Gb/s. Besides a higher eye closure —

which contributes in decreasing the Q factor — we have to staycautious in the conclusions

we draw and remember that they are subjected to the validity of the BER-Q relation which

is strictly not valid for phase modulations.

4.3.3 Recirculating loop

In this paragraph, we study the behavior of various modulation formats in general . . . and

duobinary DPSK in particular. The experiment is very close to a real transmission because

all the previously cited impairments will interplay together on longer distances. We will

present the results after a description of the experimentalsetup.

4.3.3.1 Recirculating loop: principles

As we did not dispose of enough fiber spans to perform a straight line experiment, we built

a recirculating loop [48, 106]. By controlling the light pathduring a certain time, we are

able to simulate the signal propagation over a distanceN × L whereN is the number of

loops andL the loop length. The experimental setup (Figure 83) is divided into 3 parts:

• data generation/modulation. We have only investigated NRZ (the most used), RZ

(the first commercial competitor of NRZ), DPSK (the first phasemodulation format

used), and duobinary DPSK.

• The recirculating loop. We use a 50/50 coupler for its input/output, a 20 km SMF

span compensated by a 4 km DCF span, an in-line amplifier followed by an optical

bandpass filter (0.25 nm). As data are continuously emitted, the loop is controlled by

two acousto-optic modulators (AO). The first one controls the data emission whereas

the second one flushes the loop before the initialization of anew cycle.

• Data demodulation/detection. After each turn in the loop, the signal is demodulated

and analyzed. After detection, the discrimination betweenall the turns is done by ap-

plying the appropriate gate to the oscilloscope trigger, defining the observation time
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window. The function generator, synchronized with the AO command, pilots the

gated trigger of the oscilloscope (Infiniium 86100B), allowing us to see the eye dia-

gram of a given turn. Figure 84 presents several screen captures of the loop control

oscilloscope. The first two images are obtained when the gainof the in-line amplifier

does not exactly compensate the loop losses. The successiverectangles with de-

creasing amplitudes (channel X) represent the detected power of the successive turns

between two emissions. The tuning of the observation gate delay (channel Y) allows

the selection of a particular turn, respectively the 2nd and 5th ones in Figure 84 a and

84 b. The latter also shows that the equivalence between a recirculating loop and a

straight line is not strict. The gain fluctuations of the optical amplifier occur on a

time scale comparable to the time propagation in the loop (116.9 µs). That is why

filling up the loop at its maximum is mandatory to avoid gain oscillations. We get

Figure 84 c by optimizing the settings and compensating for the losses.
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Figure 83. Recirculating loop.
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a) b) c)

Figure 84. Recirculating loop control.

4.3.3.2 Practical implementation of the recirculating loop

We present the aspects of the recirculating loop experimentdone in our lab. The pictures

in Figures (85)–(87) correspond to the particular case of a RZDPSK modulation.

1

Data modulation

Loop

Demodulation/Detection

Recirculating

2

23

4

5

6

7

8

9

Figure 85. General view of the experimental setup.
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• 1 BERT Yokogawa (10 Gb/s)

• 2 RF amplifiers SHF (gain 18 dB, 26 GHz bandwidth) for the data and the clock of

the pulse carver

• 3 and4 are respectively phase (for data) and intensity (pulse carving) modulators

• 5 Frequency generator, its 10 GHz output imposes the BERT clock(10G external

clock in) and pilots the pulse carver

• 6 Tunnable laser source (Tunics+, λ = 1550 nm)

• 7 8 Booster Keopsys with its optical filter (Dicon 3 nm) to decrease the level of ASE

noise injected in the loop

• 9 Power sources of the RF amplifiers and DC bias of the pulse carver

Gated trigger

19 20

21

6

7

8
10

11

12

13

14

15

16

17

18

Figure 86. Details of the experimental setup, the recirculating loop.

• 10-11 Acousto-optic switches

• 12 Coupler 50-50 input/ouput of the loop

• 13-15 In-line optical amplifier with its optical bandpass filter (JDS Uniphase 0.25

nm)
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• 14 SMF span and its compensation module of DCF

• 16 Loop control detector, loop control oscilloscope20

• 17 Drivers of the acousto-optic switches commanded by the delay generator18

• 19 Function generator in pulse mode (burst mode, synchronizedon the acousto-optics

command) piloting the gated trigger of the fast oscilloscope

• 21 Temperature controler of the DPSK demodulator, heater for phase fine tuning

• 22 DPSK demodulator

21

22

Output of the recirculating loop

To the oscilloscope

Figure 87. DPSK demodulator.

4.3.3.3 Results

In this paragraph, we present the experimental results we observed for the considered mod-

ulation formats on the form of eye diagrams (Figure 88). We were unable to perform a BER

measurement at any given distance because our BERT did not have a burst mode trigger.

For each format, the average power at the booster output is set to 10.35 dBm and 4.25 dBm

at the loop input. In all cases, we observe the characteristic distortions of the chromatic

dispersion. It is not exactly compensated in our loop which causes residual dispersion to
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accumulate significantly after 240 km (10 turns). Dispersion is therefore the limiting effect

in our setup. The resulting pulse broadening is particularly visible for RZ pulses but also

affects the other formats. Although NRZ formats have reduced spectra with comparison to

their RZ counterparts, the NRZ 0→ 1/1→ 0 transitions become less and less abrupt.

The eye diagrams have similar eye closure evolutions exceptfor NRZ DPSK at 480 km

and duobinary DPSK from 240 km. However, several observations common to all phase-

modulated formats can explain this fact. First, the tuning of the phase is sensitive enough

for the optimization being difficult to perform for long distances. Moreover, direct detection

is synonym of sensitivity loss since only one port of the interferometer is used for detection.

Finally, NRZ DPSK and duobinary DPSK were the last 2 formats tobe generated. At this

step and only at this step, we measured a 11 dB loss for the optical filter in the loop1. That

changed the power budget in the loop so that the excess gain needed by the compensation

of the extra loss modified the level of ASE noise in the loop. This difference helps in

explaining why it was impossible to get a clear eye diagram after 480 km (20 turns) for the

duobinary DPSK modulation although its dispersion tolerance is higher than NRZ DPSK.

1For only 6 dB in the specifications sheets
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0 km 240 km 480 km

NRZ

NRZ-DPSK
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Duobinary DPSK

Figure 88. Eye diagrams of the various modulation formats after 0, 240, and 480 km propagation in

the recirculating loop.
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CHAPTER 5

CONCLUSION

In this work, we tried to better understand the implicationsunderlying the use of op-

tical phase-modulated communication systems. New perspectives in the field show the

significant renewed interest for phase modulation. Subjected to the hegemony of intensity

modulation/optical amplification, phase modulation has nonetheless all the required quali-

ties to operate under increasingly demanding conditions. Its resistance to various nonlinear

effects, to cascaded filtering and its higher spectral efficiency make it a potential future

commercial standard.

That is why our research first focused on its main limitation,phase jitter, which was

evaluated with a new and more efficient technique. We proposed an approach to evaluate

the phase variance for arbitrary pulses in dispersion-managed links based on the moment

method. This calculation only required the knowledge of theunperturbed optical signal,

therefore avoiding the time consuming computation of average quantities over a statisti-

cally significant number of noise sample functions. The deterministic part of the problem

is carried out numerically by use of the split-step Fourier algorithm. This approach is val-

idated by comparison with direct Monte Carlo simulations in aDM soliton system and a

quasilinear channel, which both show excellent agreement with a computation time reduced

from hours to seconds on current desktop computers. As far asthe transmission line was

concerned, two refinements were successively considered tocontrol the phase-to-intensity

noise conversion: in-line filtering and spectral inversion.

A second approach got onto the effect of sliding filters on the optical phase jitter of soli-

ton pulses in single-channel constant-dispersion links. As the ASE noise that has exactly

the soliton center frequency is less attenuated than the soliton itself, it grows exponen-

tially with distance, creating a strong continuum wave thatdeteriorates the transmission.

An analytical expression for the phase standard deviation was derived in that case by use
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of the soliton perturbation theory before being validated by comparison with Monte Carlo

simulations. Finally, we investigated the cumulative effects of ASE and dispersion, which

deteriorate the transmission performances of a 10 Gbit/s WDM transmission line using a

DPSK modulation. The experimental results showed the influence of Gordon-Mollenauer

and SPM-GVD effects and established the tolerance of the DPSK and CSRZ DPSK modu-

lation format against them.

The physical insights brought by this theoretical work and our first experimental re-

sults were used in a practical setup which performed opticalphase variance estimations.

Previous studies have investigated the probability density of nonlinear phase noise and its

impact on the degradation of phase-modulated systems. In simulations, a differential phase

Q factor is used to predict the BER more accurately. This method essentially addresses the

impossibility of error counting in simulations and proposes a useful BER estimate by eval-

uating the statistical fluctuations of the received signal.If the key parameters, i.e. the stan-

dard deviations of the differential phase on 0 andπ rails, are easily evaluated in simulations,

their experimental evaluation is far from being straightforward. The experimental method

we proposed is a practical answer to this challenge and allowa simple and cost effective

performance evaluation of standard DPSK-based communications. This novel method is

based on histogram measurements performed before and afterdemodulation. The estima-

tion of the optical phase jitter relies on the assumption that the phase and amplitude noise

are Gaussian and independent. This simplification allows usto relate the phase variance to

easily measurable physical parameters and yields estimations in good agreement with the

ones obtained by numerical simulations.

Recently, a strong interest has been shown in differential quadrature phase-shift-keyed

(DQPSK) and multi-level modulation formats. These schemeshave favorable spectral

width and exhibit high tolerances for chromatic and polarization-mode dispersion at the

same bit rate as binary modulation. Our work, although, is focused on DPSK signals is

nevertheless not restricted to them because the physical mechanisms driving the nonlinear
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phase noise impairment are the same.

Beyond this approach addressing an intrinsic problem related to any phase-modulated

scheme, we conducted a specific study on a particular type of partial response, continu-

ous phase-modulated format: duobinary DPSK. Such a scheme,common in RF, was not

used in optical communications. After a simulation phase whose goal was a first charac-

terization, we implemented a 2 Gb/s coder/decoder in a laboratory experiment. The first

experimental validation done, we further measured the performance of duobinary DPSK

modulation at 10 Gb/s. All the different experimental setups – chromatic dispersion, non-

linearity and transmission tolerance – were many occasionsto compare its performances

with conventional formats. Their behaviors are limited by many constraints whose com-

plexity, interdependence and degree of expression vary with the considered system. So we

can pretty much say that the general trends we observed have only the relative range of

conclusions related to our particular recirculating loop structure.
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APPENDIX A

ACRONYMS

APRZ Alternate Phase Return to Zero
ASE Amplified Spontaneous Emission
AWG Arrayed Waveguide Grating
BER Bit Error Rate
BERT Bit Error Rate Tester
CF RZDPSK Chirp Free RZDPSK
CRZ Chirped Return to Zero
CSRZ Carrier Suppressed Return to Zero
DCF Dispersion Compensating Fiber
DFB Distributed FeedBack
DFF Dispersion-Flattened Fiber
DGD Differential Group Delay
DM Dispersion Management
DMF Dispersion-Managed Fiber
DPSK Differential Phase Shift Keying
DSF Dispersion Shifted Fiber
EDFA Erbium-Doped Fiber Amplifier
ESNL NonLinear Schr̈odinger Equation
FEC Forward Error Correction
FFT Fast Fourier Transform
FWM Four-Wave Mixing
GEF Gain Equalizing Filter
GVD Group-Velocity Dispersion
IMDD Intensity Modulated Direct Detection
IST Inverse Scattering Theory
MZM Mach-Zehnder Modulator
MZDI Mach-Zenhder Delay Interferometer
NPSC Nonlinear Phase Shift Compensation
NRZ Non Return to Zero
OOK On-Off keying
OPC Optical Phase Conjugation
OSNR Optical Signal to Noise Ratio
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PMD Polarisation Mode Dispersion
PC Phase Conjugator
PRBS Pseudo Random Bit Sequence
PSBT Phase Shaped Binary Transmission
PSK Phase Shift Keying
QPSK Quadrature Phase Shift Keying
RF Radio Frequency
RS Reed Solomon
RZ Return to Zero
SBS Stimulated Brillouin Scattering
SMF Single Mode Fiber
SNR Signal to Noise Ratio
SPM Self-Phase Modulation
SRS Stimulated Raman Scattering
VSB Vestigial Side Band
DWM Wavelength-Division Multiplexing
WSS Wide Sense Stationary
XPM Cross-Phase Modulation
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