OPTICAL PHASE-MODULATED SYSTEMS:
NUMERICAL ESTIMATION AND EXPERIMENTAL

MEASUREMENT OF PHASE JITTER

A Dissertation
Presented to
The Academic Faculty

By

David Boivin

In Partial Fulfillment
of the Requirements for the Degree
Doctor of Philosophy
in
Electrical and Computer Engineering

U

School of Electrical and Computer Engineering
Georgia Institute of Technology
December 2006

Copyright© 2006 by David Boivin



OPTICAL PHASE-MODULATED SYSTEMS:

NUMERICAL ESTIMATION AND EXPERIMENTAL

MEASUREMENT OF PHASE JITTER

Approved by:

Dr. Steve McLaughlin, Committee Chair
Professor, School of ECE
Georgia Institute of Technology

Dr. Gee-Kung Chang, Advisor
Professor, School of ECE
Georgia Institute of Technology

Dr. John Barry, Advisor
Associate Professor, School of ECE
Georgia Institute of Technology

Dr. William Rhodes
Professor, School of ECE
Georgia Institute of Technology

Dr. Gisele Bennett
Associate Professor, School of ECE
Georgia Institute of Technology

Dr. Michael Chapman
Professor, School of Physics
Georgia Institute of Technology

Date Approved: August 22, 2006



DEDICATION

To my parents Alain and José, my sister Gaélle



ACKNOWLEDGMENTS

The research work presented in this manuscript has beenpdotig in Metz (Laboratoire
FEMTO-STGTL-CNRS Telecom) and in Atlanta (Optical Networking Resedgcbup,
Georgia Institute of Technology). First, | would like to thaJean-Pierre Goedgebuer for
welcoming me to his lab and making me work under the thougbktipervision of Marc
Hanna to whom | am deeply grateful for his support, insighgfuidance, enthusiasm, un-
derstanding and encouragement during all these years Walst to thank my co-advisors,
Professor John Barry and Gee-Kung Chang, who made my Ph.D vpmr&itave and mem-
orable experience. | would like to thank the members of mymdtee, Professors Steve
McLaughlin, William Rhodes, Gisele Bennett, and Michael Chapror their advice.
During these years, | met many persons now dear to me for v&greht reasons:
Alexandre Souja for our jazz listeninggreen tea sessions at le Port Saint-Marcel, before
he leaves for Japan, Xavier and Lydie Bavard, for supportigdways being there for me,
Jerdome and Muriel Vasseur, for listening always and their ditben Matthieu Bloch, for
being a model in terms of rigor and perseverance, Nicolasa@dgAssistant Coach), for
the millions of important favors given in Metz, Paris, andafta, Johann Cussey, Yannick
Phulpin,yeehaaaa!Matthias Messerjawohl, Demijan Klinc, the last roommate but not
the least ! To be completely honest, | will miss our everydisguakssions on our respective
interests ...Good luck ! Badri Vellambi, if only more peoplere like him ... Thank you
for all our discussions and introducing me to Indian cultanel philosophy, Arnaud Bis-
toquet (Coach), Alessandro Fais and his family, Will Leved Btaneli Noorkami, Martin
Tobias, and Kevin Chan.
The team of the REES program (Mirgsé des fiairesétrangregJISTEC) and the Mit-
subishi Lightwave Communications division @funa, particularly Ishida and Mizuochi
san.

The stdt in GTL: Josyane Roschitz, Florence Stoia, Audrey Steinb@ahgdrine Cadamuro.



My friends from Supelec: Olivier, Anthony, Arnaud, Elodendt, and Séphane,

My other friends: Samuel Moec, Olivier Konne, Pierre-AmbeoLacourt, Alexandre
Locquet, Feceric Patois, Auglien Palavisini, $fphane Poinsot, §bhane Daunet, De-
ric Waters, Yogesh Sankarasubramaniam, David Miliner,iiKédcFall, Mike Haberman,
Damien Nirousset, Nicolas Royer, Serge Gro@pBinie Barthes, Eva Bookjans, Xavier
Le Faucheur, Olivier Hamard, Gregory Dubos, Guillermo Na,sTommaso and Violetta
Melodia, Dario Pompili, Nitin Suresh, Parasuram Rao, AruamagC. Kannan, Prathap
Muthana, Mina Sartipi, Sibel Yaman, Rajbabu Velmurugan, Remaand Arun Subrama-
niam, Nazanin and Reza Rahnavard.

My labmates in Atlanta: Arshad Chowdhury, Chunpeng Xiao, Glatstevez, Zhenshen
Jia, Yin-Jung Chang, Muhammad Haris, and Oladeji Akanbi.

Finally, I would like to thank my whole family for constantsgoort.



TABLE OF CONTENTS

DEDICATION . . . .
ACKNOWLEDGMENTS . . . . . . e
LISTOF TABLES . . . . . . . e
LISTOFFIGURES . . . . . . . e

SUMMARY . .

CHAPTER 1 |INTRODUCTION . . .. ... . . . .

CHAPTER 2 OPTICAL COMMUNICATIONS SYSTEMS . . ... ... ...
2.1 Optical fiber: transmission medium . . . . . ... ... .. ... ...

2.1.1 Attenuation . . . . . . ...

2.1.2 Chromaticdispersion . . .. .. ... ... ... .......
2.1.3 Nonlinearffects . . ... ... ... ... .. .. .......

2.1.4 Propagation . . .. ... .. . . ...

2.1.5 Numerical simulations: the split-step Fourier aidpon . . . . . .
2.2 From the optical fiber to the transmission line

2.2.1 Optical amplification . . . .. ... ... ... .. .......
2.2.2 Dispersion compensation . . . . . ... ... ...

2.2.3 Dfiferent types of transmissionline . . . . .. . ... ... ..
2.3 Emission, detection and data processing . . . ... ... ... ...

2.3.1 Modulationformats . . . . . . . . . .. ... ...
2.3.2 Errorcorrection . . . . . . ...

2.3.3 Performances . . . . . . . . ...

CHAPTER 3 OPTICALPHASEJITTER . . . . . . . . . ... ... .....
3.1 Origin . .. e
3.1.1 Linearcontribution . . .. .. ... ... ... ... ......

3.1.2 Nonlinear contribution . . . .. ... ... ...........

3.1.3 Experimental techniques providing phase jitternt. . . . . .
3.2 Phase jitter estimation in dispersion-managed sysbgnmuse of the mo-

mentmethod . . . . . . ..

3.21 Momentmethod . . . . . ... ... .. ...
3.2.2 Phasejitter Computation . . . ... ... .. ... ...,
3.2.3 \Validation of the momentmethod . . . . . .. .. ... .. ..
3.2.4 Phase jitter control by phase conjugation . . . . .

3.3 Hifect of sliding filters on the soliton optical phase jitter |nnstant-

dispersionsystems . . . . . . ...
3.3.1 Perturbation theory applied to sliding-frequencidong filters . .
3.4 Experimental investigation on phase jitter . . . . . . . ... ... ..

Vi



3.4.1 impact of ASE noise and nonlinearities on a WDM DPSKebas

transmission . . . . . .. L 80
3.4.2 Experimental measurement of optical phase jitter iRCIRRSK
SYStEMS . . .. e 86
CHAPTER 4 DUOBINARY DPSK MODULATION . ... ... .. ...... 94
4.1 Duobinarysignal . . . . . . . ... 94
4.1.1 Origin . . .. e e 94
4.1.2 Simulations of duobinaryfilters. . . . . ... ... ... ... 103
4.2 Implementation of the Duobinary DPSK modulation . . . ... ... . . . 105
421 Principle . . . ... .. 105
4.2.2 Experimental characterization of the duobinaryrfilte . . . . . . 107
4.2.3 Optical spectrum and sensitivity: measures and cosgrawith
NRZ-DPSK . . . . . . . 112
4.3 Duobinary DPSK: study of a 10 @&transmission . . . . . . . ... ... 114
4.3.1 Optical spectrum . . . . . . . . .. ... 114
4.3.2 Transmission tolerance: dispergimmnm lineariries . . . . . . . .. 115
4.3.3 Recirculatingloop . . . ... ... .. ... .. . o 121
CHAPTERS5 CONCLUSION . .. .. . . e 128
APPENDIX A ACRONYMS . . . . . . . e e e s 131
REFERENCES. . . . . . . . . 133

Vil



Table 1
Table 2

Table 3
Table 4
Table 5
Table 6
Table 7
Table 8
Table 9
Table 10
Table 11
Table 12
Table 13

LIST OF TABLES

Parameters offtierent comercial fibers at 1550 nm according to [1]. .

Maximum transmission distance as a function of the it rate. The
chromatic dispersion is£16 pg(nm.km). . . . . ... ... ... ...

Parameters used in the design of a transatlanticline. . . . . . . ..

Example of a margin budget allocated for a transiidléne. . . . . . .

Spectralf@iciency for various systems. . . . ... ... .. ... ...

Performances presented at OFC and ECOC 2004. . . . . ........ .
Transmission line parameters. . . . . . . . .. ... ... .@.o...
Parameters used in simulations (Figure 35). . . . . ... ... ...
Predicted performance improvements. . . . . . . . .. ... . ...
Numerical values of the systems’ parameters. . . . . .. ... ...
Numerical values of the system parameters. . . . . .. ... .. ..
Transmission line parameters. . . . . . . . . . . . .. waa ...

Practical example of duobinary DPSK modulation

viii

. 107

16



Figure 1

Figure 2

Figure 3

Figure 4
Figure 5

Figure 6

Figure 7

Figure 8

Figure 9

Figure 10

Figure 11
Figure 12

Figure 13

Figure 14

Figure 15

Figure 16

LIST OF FIGURES

Attenuation of a single mode fiber. The solid linerespnts the typical
shape observed in the 90's, the dashed line representsttia slcape. . 5

Dispersionféect of a standard single mode fiber£D6 pg(nm.km)) on
the temporal width of a Gaussian pulse. The launched puksa BanW
peak power and a 20 ps temporal width at half maximum. . ... .. .6

Dispersion profile of various type of fiber. SMF: s$engnode fiber,

DSF: dispersion shifted fiber, DFF: dispersion flattenedfibe . . . . . 7
SPM #&ectonashortpulse. . . ... ... ... ... ... .. ..., 11
SPM #ect on a picosecond Gaussian pulse propagating in a DSF fiber
with nonlinear index, = 3.10°m?/W. . . . . . . . . .. .. ... ... 11
XPM d¢fect on a non-modulated signal. . . . . ... ... ........ 12

(a) FWM €ect in the spectral domain after the propagation of the signa
and the two pumps in DSF fiber (b) FWMieiency as a function of the
channel spacing for various dispersionvalues. . . . . ... ... .. 13

Optical spectrum measured at the output of a DSF ditber nonlinear
interaction of a signal and a pump (resolution of the spectanalyser:

0.1nmM). . . . . e e 14
PMD @&ectonanoptical pulse. . . .. .. ... .. ... ........ 16
Soliton, produced by the interaction between tker lsffect and the

chromatic dispersion. . . . . . . . . . ... .. e 19
Scheme of a fiber-doped amplifier. . . . . . ... ... ... ....... 21
Experimental gain curves of an erbium-doped fibgidier (Kheopsys)

usedinchapter4. . . . . . . . . . e 23
Scheme of a Raman amplifier. . . . . .. .. ... ... .... ... 24

Attenuation of an optical signal with Raman amplification (contra-
propagative pumpls = 15311 nm (solid line) s = 16083 nm (dashed
line)). The natural attenuation of the fiber is represemdabid. . . . . . 25

Amplification bands covered by various amplifmatiechnologies (ac-
cordingto[2,3]). . . . . . . . e 26

Dispersion management for the smallest, the biglwed the central
wavelengthsofaWDM system. . . . .. .. .. ... .. ... ..... 28



Figure 17

Figure 18
Figure 19
Figure 20
Figure 21
Figure 22
Figure 23
Figure 24
Figure 25
Figure 26
Figure 27
Figure 28

Figure 29
Figure 30
Figure 31

Figure 32

Figure 33

Figure 34

Figure 35

Figure 36

Prgpost compensation influence on the eye opening of a RZ sigd#,(5
12 dBm) after propagation (8 80 km, D=2 pg(nm-km)). The residual

dispersion perspanis 16/psn[1]. . . . . . . . . ... ... 28
Q factor is defined from the eye diagram (examplend®®asignal). . . . 29
ULH terrestrial transmissionlines. . . . . . ... ........... 31
NRZ and RZ modulation formats. . . . . . ... ... ... .. ... 34
CRZ, CSRZ and APRZ modulation format. . . . . . ... ... ... 35
Duobinary modulation scheme. . . . . .. .. ... ... ........ 36
PSBT modulationformat. . . . ... ... ... ... ... ... .. 37
NRZ-VSB, RZ-VSB modulation formats. . . . . ... ... ... .. 38
DPSK, CF-RZ DPSK, CF-CSRZ DPSK modulation formats. . .. .. .. 39
Demodulation and detection of DPSK formats. . . ...... . . ... . 40
DQPSK modulationscheme. . . . . . .. ... ... ........ 41

Usage of FEC (according to H. Kogelnik, ECOC 2004 mumber in
front OH (OverHead) characterizes the redundancy level hge¢he code. 42

Linear phasejitter. . . . . . . . . . . .. ... .. e 46
Nonlinear phase jitter. . . . . . . . . . . ... . ... e a7
Phasor diagrams as a function of distance. . . . . . ... ... ... 48
Experimental results involving NPSC obtained 4lydfter a 6000 km
transmission with and without NPSC, (a) single channel (i) @)
DMS-DPSK WDM with 100 and 50 GHz channel spacing. . . . . . . .. 50
Nonlinear phase jitter compensation by data pfmaskilation. . . . . . 50

Eye diagrams obtained inffdrent cases: a) without nonlinear phase
jitter b) with nonlinear phase jitter c) with nonlinear pkagter and
compensationtechnique. . . . . . . ... ... L L oL

Simulated phase variances plotted as a functidistzénce. The dashed
curve represents a reference system without a PC, whereasolille
curves represent systems with two PCs &edent locations. . . . . . . .

Standard deviation of the phase as a function t¢drtie over 1 Mm.
Quasi-linear system, Monte Carlo (solid) and moment metlaadh).
DM soliton system, Monte Carlo (dash dot) and moment metha$ées). 62



Figure 37

Figure 38

Figure 39

Figure 40

Figure 41

Figure 42

Figure 43

Figure 44

Figure 45

Figure 46

Figure 47

Figure 48

Standard deviation of the phase as a function ¢drtie over 5 Mm.
Quasi-linear system, Monte Carlo (solid) and moment metluadH).
DM soliton system, Monte Carlo (dash dot) and moment methabées). 63

Standard deviation of the phase as a function ¢tartie for the DM
soliton system with optical filters bandwidths of 500 GHz01GHz,
and 45 GHz. The solid line represents Monte Carlo simulatesulis

while the dashed line represents the moment method results. . . . . 63

Standard deviation of the phase as a function ¢értie for the DM
guasillinear system with optical filters bandwidth of 500 £;H00 GHz,
and 45 GHz. The solid line represents Monte Carlo simulatesults

while the dashed line represents the moment method results.. . . . 64

Contribution of the nonlinear phase noise to theatvphase jitter for
the DM soliton system. Solid line: nonlinear phase variawgé 500
GHz filters. Dashed line: nonlinear phase variance with 4% @lters.
Circles: linear phase variance for 500 GHz filters. Crossaeali phase
variance for 45 GHzfilters. . . . . . . . .. ... Lo oL

a) Probability density function of phase (DPSK)BIi error rate as a

function of standard deviation of phase (DPSK). 66

Standard deviation of the phase as a function tdrtie over 5 Mm for
the multipulse simulation. Quasi-linear system, Monte €ésblid) and
moment method (dash). DM soliton system, Monte Carlo (dasheshol

moment method (crosses). . . . . . . . . ... e 68

Standard deviation of the phase as a function ¢értis for the DM

soliton system with and without spectral inversion. . . . ... ... ... 71

Variance of the nonlinear phase as a function tdice for the 100 GHz
DMS system. . . . . . . . .

Phase variance evolution as a function of the sgenverter location
forthe 100 GHzDMS system. . . . . . . . . . . . ...

Standard deviation of the phase as a function tdrtie for filter band-
widths of 100 GHz and 140 GHz, and no sliding. Solid line: nuoes

simulation, dashed line: perturbation theory. 78

Standard deviation of the phase as a function t#rdis for a filter band-
width of 140 GHz and sliding rates of 6 and 12 GMm. Solid line:

numerical simulation, dashed line: perturbation theory.... . . . . .. 79

Standard deviation of the phase as a function t#ris for a filter band-
width of 100 GHz and a sliding rate of 9 GHm. Solid line: numerical

simulation, dashed line: perturbation theory. 79

Xi



Figure 49

Figure 50

Figure 51

Figure 52

Figure 53
Figure 54
Figure 55

Figure 56
Figure 57

Figure 58

Figure 59
Figure 60
Figure 61
Figure 62

Figure 63

Figure 64

Figure 65

Figure 66

Figure 67

Experimental setup in CSRZ DPSK configuration. 80

Q factor as a function of the OSNR at the transmitteNRZ DPSK
and CSRZ DPSK.

Q factor as a function of pre-compensation paraniet NRZ DPSK
and CSRZ DPSK.

NRZ and CSRZ DPSK eye diagrams when pre-compensatioa is
varying for a given average power per channel @nd 95 dBm). The
upper traces correspond to an eye taken before demoduiakiereas
the bottom traces are taken after the balanced detection.. ..... . . .

Diferential phase eye diagram. . . . . . . .. .. .. .. ... .. ...
DPSK demodulator.

Experimental setup.

Eye diagrams observed before and after demootulfati various atten-

Uations. . . . . . . e
Phase variance as a function of the noise loadamgttion.

General scheme of a digital communication systgg, f(t), andc(t)
are the impulse responses of the moduld@tiemodulation filters and the
channel. . . . . . . .

Representation of B(f) in the case where2W. . . . . . . . ... ...
Representation of B(f) in the case where2W. . . . . . . . .. .. ..
Duobinary pulse [1,1] and its spectrum. . . . . . . ...... . .. ... 99

Pulses generated at time 0 and T with the resultitegs(t) at the receiver. 99

Power spectral densities of NRZ (bold), RZ (shadez) ind duobinary
(solid line) modulations. . . . . . ... .. .. ... ... .. .. ..., 210

Techniques used to generate an electrical dugisignal: a) Delay and

Add Filter method, b) Filtering method. . . . . . .. ... ... .. . 103
Ideal filter (bold), Butterworth filter (solid lin€Pelay and add- filter”
(dotted bold line), experimental Bessel filter (dotted line) . . . . . . . 104
Amplitude Bode diagram of various duobinary filtédeal filter (bold),
Butterworth filter (solid line), "Delay and addfilter” (dotted bold line),
Experimental Bessel filter (dotted line). . . . . .. .. ... .. ... 104
Bode diagram of duobinary filters at 2/6&and 10Gfs. . . . . . . . .. 108

Xii



Figure 68

Figure 69
Figure 70

Figure 71

Figure 72

Figure 73

Figure 74

Figure 75
Figure 76
Figure 77
Figure 78

Figure 79
Figure 80
Figure 81

Figure 82

Figure 83
Figure 84
Figure 85
Figure 86
Figure 87
Figure 88

Experimental setup used to generate NRZ DPSK anuirtary DPSK

modulation. . . . . ... 109
Fiber-based DPSK demodulator. . . . . . ... ... .. ... ...109
Experimental signals corresponding to the dafaesece of Tab.1: simu-

lations (dashed), experimental results (solid line), $atad experimen-

tal filter (dashed bold). . . . . . . .. .. .. ... ... ... 110
Simulated and experimental eye diagram of NRZ DR8Kdaiobinary

DPSK at the output of the MZDI constructive port. . . . . . .. ... 111
Simulated and experimental optical spectrum of IDRBK and duobi-

nary DPSK modulation. . . . . . ... ... ... ... oL 112
NRZ DPSK and duobinary DPSK back-to-back sensitivi. . . . . . . 113
Experimental optical sprectum of NRZ DPSK (PM: ghasdulator,

MZM: Mach-Zenhder modulator) and duobinary DPSK moduladio. . 114
Dispersion tolerance (numerical simulations).... . . . . . ... ... 115
Dispersiontolerance. . . . . . . . . . . . . ... . e 116
Dispersion tolerance: a) NRZ-DPSK b) Duobinary RPS. . . . . . . 116
Eye opening penalty (dB) as a function of propagatistance for NRZ-

DPSK and duobinary DPSK modulation. . . . ... ... ... ..... 117
Tolerance to nonlinearity. . . . . . .. .. ... ... .. ... .. 118
BER curves as a function of both phase and decisiesltbld (2 Gfs). . 118
Tolerance to nonlinearity. . . . . . . . . . ... . ... . ... .. 119

Sensitivity: a)-b) intensity modulation (NRZ, RZ, RS and duobi-
nary), c)-d) phase modulation (NRZ-DPSK, RZ-DPSK, CSRZ-DPSK,

and duobinary DPSK). . . . . . . . . ... 120
Recirculatingloop. . . . . . . . . ... 122
Recirculating loopcontrol. . . . . . . ... .. .. ... ....... 123
General view of the experimental setup. . . . . .. ...... ... .. .123
Details of the experimental setup, the reciraugdbop. . . . . . . . .. 124
DPSKdemodulator. . . . ... ... ... ... .. ... ... ... 125
Eye diagrams of the various modulation formats &t240, and 480 km

propagation in the recirculating loop. . . . . .. ... ... .. ... 127

Xiii



SUMMARY

There has recently been a renewdr to develop coherent optical communica-
tion systems. In particular, fierential phase-shift keying (DPSK), which does not require
a local oscillator to perform decoding, is the focus of theraion and is perceived to be
the promising candidate for future optical communicatigatems updates. This moti-
vates us to exploit DPSK in wavelength-division multiplex&/stems. First, modulation
formats based on phase show an increased robustness toeaoriinpairments such as
cross-phase modulation (XPM) and nonlinear polarizataiation, primarily because the
time dependence of the optical power is deterministic amibge. Second, coherent for-
mats allow a higher spectraffigiency since both in-phase and quadrature dimensions of
the signal space are available to encode information. @giltase is also used in intensity-
modulated direct detection systems as an extra degreeeafdne, for example to provide
better resistance to intrachannel four-wave mixing (FWMjpancrease spectratieciency
in duobinary modulation. Finally, phase modulation oufipens its intensity counterpart
in terms of sensitivity since a 3 dB improvement can be addevhen balanced detection
is used. Nevertheless, DPSK-based formats shoereint behavior to noise accumulated
along the propagation. Noise-induced power fluctuatioescanverted into phase fluctu-
ations by the Kerr #ect and become a penalty source that limits the transmisgstem
reach. In this context, there have been intense researieftiastfor evaluating phase un-
certainties, but the previous studies assume an analytdalermined pulse shape and a
constant-dispersion optical link that is far from reflegtiimne actual and future structures
of transmission lines. The objective of the proposed rebesr to investigate new and
more dficient techniques in numerical evaluation and experimen&dsurement of phase
jitter impact on more general communication systems, gholy dispersion management,

filtering, and spectral inversion schemes.
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CHAPTER 1
INTRODUCTION

1990: 1 Thitmonth,
2000: 35000 Thbjfmonth.

These two figures give an idea of the huge amount of data ddogsieghe American
backbone networks. It gives us perspectives on the chatetitat the optical telecom-
munications industry had to face in the last ten years anidhaile to face in the future.
Approximately doubling each year, the datdliaseems to follow an evolution comparable
to Moore’s law for semi-conductors. In this constant quesigrd more and moreffécient
systems, wavelength-division multiplexing (WDM) has eneergs the enabling technique
for the design of transmission lines with impressive capegi In this context, each in-
formation channel is associated with a particular wavelebgfore being multiplexed and
transmitted. Nevertheless, the usable range of wavelgagpibut 160 nm) is limited by
optical amplification technology. The system is also limitey other constraints. During
its propagation in the optical fiber, the signal is impairgdntany factors that interact in
a complex way: the chromatic dispersion, the nonlingtacts, and the amplified sponta-
neous emission (ASE) noise that occurs in optical amplifi&@gstems designs and their
optimizations rely on fine tradefis to minimize their deleterious consequences on the de-
tected signal.

There has recently been a renewéibi to develop coherent optical communication
systems, particularly ffierential phase-shift keying (DPSK) [4—6], which does nojuise
a local oscillator to perform decoding. The motivation te P SK in wavelength-division
multiplexed systems is two-fold. First, modulation forsiéiased on phase show an in-
creased robustness to nonlinear impairments such as ghasg modulation [7] (XPM)

and nonlinear polarization rotation [8], mostly becausettme dependence of the optical



power is deterministic and periodic. Second, coherent &smimay allow a higher spec-
tral efficiency [9] since both in-phase and quadrature dimensioniseosignal space are
available to encode information. Optical phase is also uséatensity-modulated direct
detection systems as an extra degree of freedom, for examplevide better resistance to
intrachannel four-wave mixing [10] (FWM) or to increase dpalcefficiency in duobinary
modulation.

Nevertheless, the physical mechanism that limits perfocean coherent systems is
amplified spontaneous emission (ASE) noise-induced pligse[L1]. Analytic deriva-
tions of the phase uncertainty for soliton systems werdezhout using perturbation the-
ory and the variational method. These studies assume awtiaaly determined pulse
shape and a constant-dispersion optical link [12, 13]. @lwemsiderations motivated our
research. Our objective is to investigate new and méieient techniques for evaluating
the impact of phase jitter on a more general communicatistesy, including dispersion
management, filtering, ayat midlink spectral inversion.

In Radio-Frequency (RF) communications, continuous phastulated formats have
already shown that they were spectralffi@ent and tolerant to nonlinearities. However,
they have not been implemented for optical communicati@isgd represent a potential
candidates for the upgrade of WDM systems. Ofi€ignalling has always been used in
phase-modulated systems resulting in abrupt switchingisariime domain that translate
into large spectral side lobes outside of the main spectiadlbWe present the first imple-
mentation of a partial response optical continuous phasgdhated (CPM) system based
on a 3 level (duobinary) phase response.

This manuscript is divided into 3 chapters. The first oneohiices the basic notions
of optical fiber communications from the "simple” propagatimedium to the full trans-
mission line and its latest developments. The second chapsents and further analyzes

the main limitation of coherent modulation format: phaseyji In particular, we propose



a semi-analytic approach that is valid for arbitrary pulsedispersion-managed (DM) op-
tical links following the methodology presented in [14]. itapproach is validated by
comparison with direct Monte Carlo simulations. We also ahtarize the impact of phase
jitter on WDM transmissions and propose a new method for itasuement. Finally,

the last chapter details the study and the experimentahctaaization of a novel modu-
lation format based on phase modulation and duobinary Kigga lts performances are

compared to its conventional counterparts in a 1@s@écirculating loop experiment.



CHAPTER 2
OPTICAL COMMUNICATIONS SYSTEMS

The objective of this chapter is to give a general descniptboptical communications
systems by starting from their basic elements, the optibal fthen presenting theftir-
ent techniques and concepts that allow the design of trassoni lines and more general

systems.

2.1 Optical fiber: transmission medium
2.1.1 Attenuation

Optical fiber is a suitable medium to transmit informatiormodern communication sys-
tems. Although the physical principles at the origin of tlght confinement in the core
of the fiber have been known from the XIX century, the field haly oecently developed
because of the refinement in the fiber fabrication procesger8kfactors play a role in the

attenuation of this medium:

¢ the intrinsic absorption of the silica: if UV and IR vibratial resonances don't ab-
sorb much between.® and 2um, residual impurities can lead to non negligible
absorption levels. In particular, OH ions give the typicdiéauation curve of the
90’s (Figure 1) with two peaks at23 and 14 um. The constant improvement in the
technique and fabrication process got ritithis constraint. Optical fibers were able

to transmit from 126 to 162 nm with attenuations less tharb@B/km.

e Rayleigh scattering: coming from the local variations of te&action index, this
effect proportional tol™* is dominant at shorter wavelengthes and scatters the light

in all directions. It gives the attenuation shown in dasheels on Figure 1.
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Figure 1. Attenuation of a single mode fiber. The solid line rpresents the typical shape observed in the
90’s, the dashed line represents the actual shape.

The relation existing between the optical power transmhistiedistance and the power

initially injected defines thénear attenuation of the fibar

P(2) = P(0).e ** Q)
a is usually expressed in dBn according to

P@. 10

PO) ~ In10" )

@gB = __I (

Nowadays, attenuation of standard fibers is aboRtdB/km at 155 um, where it
reaches its minimum value. One should also consider thedodse to microcurves and

splicing.

2.1.2 Chromatic dispersion

The response of a dielectric medium to an electro-magneti@wepends on its frequency
w. The medium is said to be dispersive and its refraction ivadees with wavelength. This
property will play a crucial role in the propagation of shopttical pulses because their

different spectral components will travel affdrent speeds—, modifying their initial

()

profile in the time domain. The resulting pulse broadenirduaes symbol interferences

which limit the total reach of the communication system.
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Figure 2. Dispersion dfect of a standard single mode fiber (16 pg(nm.km)) on the temporal width

of a Gaussian pulse. The launched pulse has a 4 mW peak powerdia 20 ps temporal width at half
maximum.

For a quasi-monochromatic wave centered at pulsatiQrthe dispersion féects are

mathematically expressed by developing its wave vego} aroundwg
w 1 >, 1 3
B(w) = n(w)E = o + Pr(w — wo) + E’BZ(w — wp)” + éﬁg(w — wp)® + ... (3)

whereg; = (%)wquo'

The pulse envelop propagates at group velogjty ﬁil whereas the cdicients, represents
the dispersion of this group velocity. Chromatic dispersgnften expressed by way of
the dispersion parameter= %2

g 2

P=q T el

(4)

D is usually expressed ips/(nmkm) andg, in ps’/km According to the sign of D, one
can distinguish between normal dispersi@n € 0 or 8, > 0) —the red wavelengthes are
travelling faster than the blue ones— and anormal dispers&ingle mode fibers (SMF)
have zero dispersion aroundB1 um. It is not the case in the35 um window where the
attenuation is minimum. Nevertheless, there exists ofyps of fibers whose character-

istics have been modified to have a dispersion profifiedint than the one of pure silica



(Figure 3). We have fibers with

e zero dispersion (DSMBispersion Shifted Fibgror small dispersion (NZ-DSHon-
Zero Dispersion Shifted Fibgaround 155 um. The advantage of NZ-DSF lies in
the considerable reduction of the nonlineffeets that require phase matching like

FWM (four-wave mixing

e constant dispersion over a large window (DB#spersion Flattened Fibér
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Figure 3. Dispersion profile of various type of fiber. SMF: sinde mode fiber, DSF: dispersion shifted
fiber, DFF: dispersion flattened fiber.

2.1.3 Nonlinear dfects

The goal of this paragraph is to present thielent phenomena occurring in a fiber where
high optical powers are confined in 50 to &%2. In this case, the response of the dielectric
medium to this intense electro-magnetic field is nonliné&e will make the distinction
between inelastic and elastic nonlinearities whethereti®respectively an exchange of

energy with the medium or not.

2.1.3.1 Electro-magnetic description:
In a dielectric medium where an external electric field isligpol the dfective electric field

D(r,t) is linked with the apparition of elementary bipolar martep(t) induced by the



opposite movement of the equilibrium positions of the lidladharges. The macroscopic
polarization fieldP(r,t) is the average bipolar moment per volume unit. The nealin
response of the medium is expressed by a nonlinear polanzild P which satisfies the
development

P = ey x E + eoxy'® x EE + v® x EEE + ... (5)

wherey® is a ( + 1) order tensor.
The amorphous characteristic of silica makes all the evdarasf nonlinear polariza-
tions zero. In particulag® = 0 and we will consider the terms of higher than tffe@der

as negligible. We then have

P = ey x E + ex® x EEE.. (6)
e —— ——

PL(r.b) Pri(r.t)
Although v is small, it will be responsible for most of the nonlinedfeets occur-
ring during the electric field propagation. Highly confinedthe core of the fiber, it will
create high power densities. Moreover, the large intavadatistances (around 20 km for a

0.2 dB/km attenuation) play a key role in the manifestation of thelinear dfects.

2.1.3.2 ¥ effects: the optical Kerr gect

They® codficient is at the origin of the 3 main elastic nonlineffeets:
e Self phase modulation (SPM)
e Cross phase modulation (XPM)
e Four wave mixing (FWM)

Considering the propagation equation directly derived ftbemMaxwell equations

1 0°E 0°P
“aw Hoge O @

we can also write according to Equation (6)

PE 9Py,
oz M7

1
AE — @(1 +xY). =0. (8)



Using the approximation of a slowly varying enveloges written as
1 — jwot
E(r,t):é[E(r,t).eJ *+cc|x (9)

where E(,t) is slowly depending on time when compared with the oppeaiod andx the

polarization direction. One obtains the same type of exgioes forP, (r,t) andPy,(r, t):

1 .
P.(r,t) = 5 [ P(r,t). e et 4 c.c] X (20)
Pnu(r,t) = % [PNL(r,t) L@ dwot 4 c.c] X (11)

When (9) is substituted in (6) with the hypothesis of an instaeous nonlinear response,
the expression oPy(r,t) contains two terms oscillating ai; and 3vg. The last term
requires phase-matching which igfiult to satisfy in the fiber. It will later be neglected.

Using (11),Pn.(r, t) is given by
Pai(r,t) =~ eoen E(r, 1) (12)
where the nonlinear contribution to the dielectric constaudefined by

3
en = Yo ECL DI (13)

Obtaining the propagation equation for the slowly varyingedopeE(r, t) in the frequency
domain is not possible in general becagge depends on the intensity. As the nonlinear
effects are weak, the nonlinear polarizatRy is considered as a small perturbation for the
total induced polarization. This approach allows us to wgwas a constant when deriving
the propagation equation. Substitutig,(r, t) in (8) and taking the Fourier transform, we
have
~ a)z ~
AE - e(w)g E=0 (14)

where the dielectric constasatw) is defined bye(w) = 1 + yH(w) + ent.

The refraction index also depends on the intensity:

3
n=n, + n|E|? avecn, = %Ret\gf;?xx}. (15)



The propagation equation is solved by searching a separat&bles solution of the fol-
lowing form

E(r,w) = F(x Y) A(z w) . elBoZ. (16)

Neglecting dispersion, the perturbation theory gives tdution of the slowly varying

envelopeA(z t) to the first order [15]

O0A

— - YIAPA=0 17

5y~ VA (17)
with y = ArZLfUC andAg¢ ¢ being the fiber ffective mode area.

2.1.3.3 Self phase modulation (SPM):

Mathematically, the solution of (17) is
Az t) = A(O, t) . e WAz (18)

During the propagation, the time dependence of the elefitiiid intensity|E[? induces,
via the nonlinearity of the refraction index a phase shift proportional t&?, hence the
name of self phase modulation to describe this phenomenminBtantaneous frequency

—proportional to the derivative of the phase with respetinbe— is also depending on time

OpnL dlA(0,1)|
oy R

vz~ dt

(19)

and we observe its shift called chirp. The chirp respedtiveinsists in a rethlue fre-
guency shift at the beginnifend of the optical pulse. In other words, the SPfiket is
a parasite frequency modulation which incregsesreases the instantaneous frequency at

the risingtrailing edge of the pulse (Figure 4).

10



/ Fiber

Figure 4. SPM dfect on a short pulse.

The chirp results in a broadened optical spectrum. The lermad is increased with
distance and the briefness of the optical pulse. Thieceis represented on Figure 5 when a
picosecond Gaussian pulse (20 ps at half width maximum)avitiyh peak power (6 mW)

is launched in a DSF fiber.

1
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S | —
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Frequency (GHz)

Figure 5. SPM dfect on a picosecond Gaussian pulse propagating in a DSF fibeiittv nonlinear index
ny = 3.1072° m?/W.
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2.1.3.4 Cross phase modulation (XPM):

In the case where chromatic dispersion is neglected, theddrecouple two signals which
have diterent wavelengths or polarizations without any energysfiers between them. In
the case of two dierent wavelengths, the XPMfect occurs because the refraction index
n! effectively seen by the electric fiel, in the nonlinear medium not only depends on its

intensity but also on its neighb@&, propagating with him at the same time
n' =g+ n(1Eql? + 2|El ?). (20)

The factor 2 in the last equation shows that, with equal sitgnXPM is twice as #ective
as SPM. The XPMfgect is revealed by the punfgrobe technique [16] in which the distor-
tion level induced by a modulated channel (pumpy,y on its constant intensity neighbor
(probeAds). The XPM-induced phase modulation is converted into agnisity modulation
through the fiber chromatic dispersion after 5 spans of 60 k&MF exactly compensated

by 12 km of DCF 8, = 1085 ps/km). The two channels are 50 GHz spaced.

%'s Test channel A

T=100 ps
i

Intensity
I
o
ol
Intensity

Figure 6. XPM effect on a non-modulated signal.

In the case where the two signals have the same wavelengthitbagonal polarizations

Ex andE,, the fiber shows a nonlinear birefringence. ffeats the refractive index seen by

E, as follow
2
r]x:nL"'nZ(lExlz"‘ élEylz)- (21)
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2.1.3.5 Four wave mixing (FWM):

Four wave mixing is the intermodulation product resultingni the interaction of several
fields at diferent frequencies. In general, two fields called pumpsawcterith a third one
called signal. When two pump photons are annihilated, twdaqgstsoare created: the first
one at the signal frequency, the other one at a complemeinéapyency called idler (Figure

7 a). In a WDM context, this resulting power transfer impalre transmission since it
produces a crosstalk between the channels [17]. Nevestelas process requires a phase-
matching condition that is not spontaneously satisfied wherocal chromatic dispersion

is non zero. For this reason (Figure 7 b), FWM will not be the oh@mt nonlinear fect in

our study.
° ]
\ 0 ps/nm/km
-10
o
z
5 20
a) b) _g \ —
L2
Pumps S .30 \
/ \ Fiber § \ 1 ps/nm/km
w \
40
Mf @ Mf \ -~
| DSF | " 17 ps/nm/km
Signal Idler 000 025 050 075 100 125 150 175 200 225 250

Channel spacing (nm)

Figure 7. () FWM effect in the spectral domain after the propagation of the signband the two pumps
in DSF fiber (b) FWM efficiency as a function of the channel spacing for various dispsion values.

However, it is exploited in various applications such agdency conversion, demulti-
plexing or parametric amplification. Finally, phase comjign is an inherent property of
FWM which is particularly useful [18—20]. It will later be stied in section 3. A pump,
and a signalAs respectively at frequencies, andws are injected into a DSF fiber whose
zero dispersion wavelength matches the pump frequenchidicase, the phase-matching
condition

ke = 2k, — ks aveck; = w (22)

wherek; is the wave vector of the optical field at frequensy, is approximately verified

13



and the fiber nonlinearity generates the conjugated siyretifrequencyy. = 2wp— ws[21]
according to
dAc

10
a4z = _EAC + 7’|Ap|2AZ . (23)

The power converted into the phase conjugated sigpéFigure 8) is proportional to

the signal power and to the square of the pump power.

Mormal ¢ & 3
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Wavelength (nm)

Figure 8. Optical spectrum measured at the output of a DSF fibeafter nonlinear interaction of a signal
and a pump (resolution of the spectrum analyser: 0.1 nm).

2.1.3.6 Inelastic nonlinearities: interaction of the agal field with the medium

We will now focus on the nonlinealffects resulting from the interaction of the optical field
with the propagation medium. Through inelastic stimulatedttering, an incident photon
(pump) is converted to a new photon (Stokes wave) with a Idreguency, hence a lower
energy. The dference in energy is transmitted to the medium through ansticowave
(phonon). According to the acoustic or optical nature ofthenon, one distinguishes two

effects occurring when the incident light exceeds a given Hulesfor each &ect:

e Stimulated Brillouin scattering: it occurs when an acouptionon is emitted. In
this case, the Stokes wave is generated at an 11 GHz loweeiney, mainly in the

opposite direction of the pump. This means that the fiberwytpwer no longer

14



varies linearly with the incident power but reaches a tho&steyond which the
excess is entirely reflectéd This retro-scattering has a narrow bandwidth (up to
10 MHz around 155 um) which only concerns intense continuous soufcés our
work, as the pulse width is inferior to 1 ns, the required poteeget a significant

scattering is not confined in this band, therefore we negtesigtect.

e Stimulated Raman scattering (SRS): it occurs when an optloahgn is emitted.
In this case, the generated Stokes wave, co- or contra-gatipe, is produced a
frequency 13 THz lower than the pump one. If the bandwidthnisf éffect is greater
(around 7 THz), it will only impact the propagation if the speim of the pulses is
greater than 13 THz: for intense pulses shorter than 1 pshisrcase the blue part
of the signal acts as a pump for its red part — or if the spectomtains wawelengths

spaced by this interval.

2.1.3.7 Polarization mode dispersion (PMD):

Amorpheous by nature, silica does not show any birefringeievertheless, the increase
in the transmission bit rate made the problem related torjzakkon mode dispersion ap-
pear because in practice, many factors (mechanical or #tlewnstraints ...) disrupt the
symmetry of the fiber which guaranteed the propagation ohddmental mode degener-
ated in polarization. The fiber is then assimilated to a bimgént medium which locally
has two orthogonal polarization states witlftelient group velocities. A pulse will prop-
agate though those two axes witltdrent group velocities. The ftierential group delay
(DGD) At between the two modes (Figure 9) results in a time broadetitite detection.
In opposition to chromatic dispersion, stable and perydatbwn, PMD has a random evo-
lution in time. One can show that the average DGD increast#sthve square root of the

fiber length [22]. The specifications of some commercial Blege given in Table 1.

1n actual fibers, the threshold is about 10 mW but can largeinbreased if the pump spectrum is spread.
2It has been the case for the pump used to perform the phasegetion shown on Figure 8 to get a
higher dficiency.

15



Slow axis

Fast axis

AT

Principal states of

polarization

Figure 9. PMD effect on an optical pulse.

Table 1. Parameters of dfferent comercial fibers at 1550 nm according to [1].

D S Qg Actr PMD

Fiber Manufacturer ps/(kmnm) ps/(kmnm)? dB/km unm? ps/ Vkm
TrueWavé] RS Lucent H 0.045 Q22 55 <01
LEAFD Corning 42 0.09 022 72 <01
TeraLight] Ultra Alcatel 8 0052 <022 63 <0.04
Standard Lucent, Corning %5 0.055 Q23 87 <01

Furukawa

Under-sea Lucent -31 0.05 0215 50 <0.1
Deeplight] Pirelli -2.2 <012 <023 70 <01
Teralight] Metro Alcatel 8 0058 <025 63 <0.08
DCF Lucent -100 -0.22 05 20 <025
WB-DCF Lucent -95 -0.33 05 19 <025
HS-DCF Lucent -100 -0.67 068 15 <025
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2.1.4 Propagation
After the review of the dferent phenomena occurring in the fiber, we will derive theaequ
tion governing the propagation of the electric field envelapthis medium starting from

the dispersion equation

k= ”T“’ with n(w) = n(w) + N(w) . [EJ2. (24)

For a wave packet which central frequenaytravels at the speeg, = [g—“;] , we can
wo

write the following limited development

Non Linarit
ok 1[ 0%k ko
k(w) = ko+ a_wLo (- wo)+5 @Lo (@ - wo)* +0((w — wo)?) + JER IEP (25)
which gives
, 1., 0
K=k-ko=~ky. (@—wo)+=Ky. (w—wp)?+ k02.|E|2. (26)
2 0|E|
e kj, k; can be computed using (24).
0ko 3 ok [w _ wo
* BER " [maz]w:wo - [E nZ(w)L:wo = ¢ Melwo):
DefiningQ asQ = w — wyp, we get
K= KQ+ %ngZ + % no(wo) . |EI2. (27)
With the classical time-frequency equivalence
.0
Ko~ i (28)
0
Q ~ — 2
g (29)
we write the equality between operators
0 .0 10%  w )
-5, = Ja—EE-F?nz(wo)-lEl (30)
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and apply it to the complex amplitudgz t)

. 8 8 a)l 2
J [(9_2 koa} -5 ko 6t2 t < N2(wo) - |[EI°E = 0. (31)
If we write the last equation in the referential which movéshe average group veloc-
ity (r = t - k;2), we get the propagation equation on the form used in [15]wahith

corresponds to the nonlinear Sgtinger equation
oA i 9%A
— + =fo—— — I7|APA=0 32
(9Z+2’820t2 1y|Al (32)

where A is the slowly varying complex envelope of the eledigld,3, andy are previously
defined.

If this equation takes the dispersion and SRM@s into account, it implicitly supposes
a lossless medium and is therefore not valid in many sitoatid hat is why a generalized
Schibdinger equation is defined. In the limit of our experimemtaik, it includes the terms
coming from the optical amplification (ga@ noiseF (z 1)), the third order dispersiorss)
and the optical filtering caracterized by the filtering faddz). We will later derive this

factor from the characteristics of filter

OA B A

o - SB0 -b@] . 52 + R ES A= igdur FeY. (39

Depending on the the shape of the optical pulse and the apgraavelength, chro-
matic dispersion and SPM can taketdient signs. It suggests the existence of a state
where the SPM would balance the chromatic disperstéects. The Kerr fect would
maintain in phase the fllerent frequency components broadened by dispersion. $his i
realized in the abnormal regime where the dispersion temdsat back to the pulse center
the frequencies created by the Kefireet at its sides (Figure 10). Stable solutions to (32)

rise from this equilibrium and are called solitons.
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Figure 10. Soliton, produced by the interaction between th&err e ffect and the chromatic dispersion.

In the literature, another form for the NLSE is often seeniamdbtained by normalizing

2

z T Naw12 7o
Z=—,T=—,q= Eetzg=—-——. 34
S T=Ta= c (34)

This leads to a more condensed form often used in theorsticdiles

) 0
j— +=— +|g°q=0. (35)

2.1.5 Numerical simulations: the split-step Fourier algoithm

In simple cases, the inverse scattering theory (IST) pesvighalytical solutions for the
NLSE (32). Nevertheless, its complexity and its restriapglications compared to the re-
alistic models we want to study give the major role to nunamsimulations done with the
split-step Fourier algorithm. Easily scalable (third ardespersion, higher order nonlinear
effects, filtering . ..), this algorithm allows the predictioitioe system performances and,
in our case, the validation of theftkrent analytical approaches used. The idea [15] is to
consider the two majors impairments, SPM and dispersiomdependent on an elemen-

tary distancedz So one solves Equation (32) only considering the chronthsigersion
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2 + izﬁza;T? = 0), then only the Kerr ffect (22 — iy|A’A = 0). These two equations

are analytically solved in the Fourier domain, time domaispectively for the dispersive
and nonlinear parts. Mathematically, it is equivalent tompating the limited development

(h — 0) of the exact solution
Az+hT) = 0N Az T) (36)
of the NLSE expressed in the following form

‘Z—?:([‘HN)A (37)

whereD andN are the diferential operators for dispersion and nonlinearity.

A i 02 1 8 «
© = P 2
(38)
N = iyA2
For two non commutative operators, the Baker-Haugdormula is given by
& &b = gaebrifab]+[a-baf]+.. 39

with [3,b] = ab — ba. To the first order, we gef - € ~ €D and the first neglected term

gives anh? precision for the algorithm. In practice, the previous depment is used to
provide a numerical expression fAfz+ h, T). The exponential is computed in the Fourier
domain according to

&0 Bz T) = (F 7} B(z T) (40)

The fast techniques available to compute the FFT make titesggp Fourier algorithm
faster than other methods such as finitBedences. In the Fourier domain, the expres-

sion for D is reduced to the computation of a complex number followtmequivalence
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aﬁt <« jw. The accuracy can easily be improved. Instead of computi@agonlinear then
the dispersion féects on a distancl, one can use a symmetric version which consists in
first computing the dispersiorffect onl, then applying the nonlineaffects onh before

computing the dispersiorffects on the second h%faccording to
Az+hT)=~eP. . e A T). (41)

If the number of FFT to compute is doubled, one can show tleegttior is now proportional

to h®. We will use this modified algorithm in our work.

2.2 From the optical fiber to the transmission line

Until now, we have just focused on the description and theetiog of the physical phe-
nomena occurring in the fiber when an intense electric fiefarapagating. In this para-
graph, the idea is to present thédrent technical solutions that allowed to get ritlsome
physical constraints and limitations (attenuation, chabodispersion) . . . at least partially

and to propose the design of real transmission lines.

2.2.1 Optical amplification

2.2.1.1 Fiber-doped amplifier

Rare earth fiber-doped amplifiers appeared in the beginnitiged0’s [23]. They amplify
the optical signal using the stimulated emission of the€'rairth” ions doping the core of

the fiber and that have previously been excited by a pump (&igi).

Signal
— Doped fiber Optical
@ (= P filter
\ @) [ —[5]—» Amplified
/ —= signal
@ Isolator

Pump

Figure 11. Scheme of a fiber-doped amplifier.
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In the case of an erbium-doped fiber amplifier (EDFA), the gyné&om the pump oper-
ating at one of the absorption wavelengths of the erbium9&0{ 1480 nm) is absorbed.
The excited erbium ions are stimulated by any signal arousgrh that is injected in the
fiber. The stimulated ion emits one photon which has the saate than the one which
returns to the fundamental state. At the same time, a speotEremission (SE) is gener-
ated in the fiber with or without the presence of any signais filon desired contribution
is amplified by the same mechanism as the signal and givesoribe amplified sponta-
neous emission (ASE) noise. The optical power emitted bytsgm@ous emission in the

frequency bandv is given by [24]
P = 2hv Avng, (G - 1) (42)

whereG is the EDFA gainh the Plank’s constant,the optical frequency anak, the spon-
taneous emission factor which characterizes the excese maih respect to the quantum
limit. The ASE impact is measured by the optical signal teseaiatio (OSNR) which is

defined as the ratio between the signal and the spontanedss@mmoise power in a spec-

ified frequency band, usuallyDnm. Thanks to many advantages among which we can

cite
e the low insertion loss,
¢ the high gain,
¢ the large amplification bandwidth (more than 30 nm),
¢ the total independence of the amplification regarding theaipolarization state,
¢ the relatively low noise level,

¢ the transmission line transparency to the bit rate sincectimeplex and expensive

receivers-regenerators using fast electronic circugssappressed,
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this type of amplifier has truly revolutionize optical comnnzations. With the use of ED-
FAs, the transmission lines do not necessitate the comr@litreceivers which regenerate
the signal but whose number must be equal to the number of WRiMrads used. Besides
the demultiplexingmultiplexing performed just before and after each repe#terdisad-
vantages in terms of cost and power dissipation made themmgaitation of WDM impos-
sible for undersea communication systems. NevertheleeDFA gain non-uniformity
on the whole possible amplification band (Figure 12) makesontrol critical. The im-
balance introduced on the channel power levels impairs ®BRR) thus the total possible
reach of WDM systems. This is why the design of EDFA includes gqualization. This

can be done by optimized and dynamical filters (G&&n Equalizing Filte).
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Figure 12. Experimental gain curves of an erbium-doped fibeamplifier (Kheopsys) used in chapter 4.

2.2.1.2 Raman amplification

The previous amplification technique requires the dopirgyfidfer, used as the gain medium.
Another solution exists in which the gain is obtained in thefiwhere the signal propa-
gates. The stimulated Raman scattering (SRS), presentegtgaine?.1.3.6, is the physical

phenomenon at the origin of the amplification. The opticghal is injected in the fiber
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with the pump, typically at a 100 nm shorter wavelength aradigally amplified along the
fiber (Figure 13).

Isolator Fiber Amplified
Si [ ' '
igna | signal

Pump Pump

Figure 13. Scheme of a Raman amplifier.

Although this dfect has been known and studied for more than 30 years, thephigh
power needed to get a 10-15 dB gain (on the order of few husdriah\W) and the interac-
tion length demanded delayed its practical use. Anothesoresvas the arrival of EDFAS.
Nevertheless, Raman amplification is successfully useduliita-long haul undersea sys-
tems [25]. More powerful laser diodes are now available dredability to amplify the
signal in low noise conditions is extremely important fongk systems. Distributed along
the fiber, the Raman gain considerably improves the OSNR airtbe end of a cell, the at-
tenuation of the optical power is less important (Figure T4)s improvement is typically
represented by an equivalent noise fadtdt., which would be the same as the amplifier
located at the end of the cell, producing the same gain ansiaifme contribution of spon-
taneous emission. So Raman amplifiers have a lower equivabése factor than EDFAs
(NFeq ~ —1.5 dB for a 15 dB gain) which are in principle limited to valuagtter than
3 dB. The margin gained on the OSNR could go up to 6 dB and coukhgally be used

to increase the total transmission length.
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Figure 14. Attenuation of an optical signalis with Raman amplification (contra-propagative pump,

As = 15311 nm (solid line), s = 16083 nm (dashed line)). The natural attenuation of the fiber is
represented in bold.

2.2.1.3 Hybrid amplification

For gain higher than 20 dB, the equivalent noise factor imgmoent of Raman ampilifi-
cation is limited by the double Rayleigh retro-scatteringimposes a limit on the usable
Raman gain which is no moreféicient to compensate for the fiber losses. This is the case
for terrestrial transmissions when the losses due to theeds®n compensation and the
add-drop multiplexing are taken into account. A low gain RDOE usually added to the
Raman amplifier to overcome these limitations. The noisefaesulting from this hybrid
amplification is entirely determined by the Raman amplifiacpd first. Optical amplifica-
tion is not only limited to the techniques previously prasein Parametric amplification is
an important example regarding the interest it provokeselbeless, we made the choice
to not go into the details of an exhaustive list which is négwant to our study and Figure

15 gives an idea of the bands covered Wyedent technologies.
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Figure 15. Amplification bands covered by various amplificaion technologies (according to [2, 3]).

2.2.2 Dispersion compensation

We have already underlined the limitations coming from thiks@ broadening inherent to
the dispersive characteristic of the medium and propaatitmthe bit rate-distance product
B x L. This dfect is certainly minimized around the zero dispersion wavgth (zp ~
1.31 um) but, historically, the minimum for the fiber attenuatioastfixed the use of the

1.55um window. The maximum distandethat can be reached is limited by [15]
L < [16|8,1B] . (43)

Table 2 shows the dramatic impact of the dispersion on higtata transmissions if nothing

Table 2. Maximum transmission distance as a function of the fie bit rate. The chromatic dispersion is
D=16 pg(nm.km).

B (Ghys) | L (km)
2.5 500
10 30
40 2
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is done to counteract the impairments. If we only take thpatision €&ect in account in

the NLSE, we have
OA B PA

oz 202 (44)
In the Fourier domain, the solution is
1 +eo ~ i 2 i
A(L, t) = Z f A(O, w) . ei,BZLw —iwt dw (45)

whereA(0, w) is the Fourier transform o&(0, T) andL the length on whic, is uniform.
During the propagation, each spectral component of theabgxperiences the following
phase-shifips = ,BZL%Z. The idea is to introduce some DCF spans in or at the end of the

line to compensate for this phase skift
BYLs+BPL, =0 (46)

whereL;+L, = L andg, is thei o span parameter. With this condition, we can easily check
thatA(L, t) = A(O, t), which is equivalent to say that the shape of the initiabpus reestab-
lished. This compensation allows to operate globally adotilve average zero-dispersion
for the whole line but keep a relatively high local dispensi@hich reduces the timing jitter

at the receiver [26] (Gordon-Haus jitter [27]) caused byrbalinear interaction between
the signal and the ASE noise from the optical amplifiers. Mwoeg, a high local dispersion
prevents the FWM from reaching a highieiency [28, 29], which is very interesting for
WDM systems. Actual systems simultaneously include botpeatson (DM) and losses
managements [30] using dispersion maps (Figure 16).

Nevertheless, chromatic dispersion cannot be exactly easgied for all the channels
because of the wavelength dependengg ofr he central channel is the only one to exhibit
a zero average dispersion as represented on the disperajon Tine total accumulated
dispersion can exceed 1000/m® for the extreme channels of a ultra-long haul (ULH)
WDM system. That is why pre and post-compensation techniguesised at the trans-

mitter/receiver and DCF is added according to the need of each charreperformance
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Figure 16. Dispersion management for the smallest, the higist and the central wavelengths of a WDM
system.

optimization as a function of the compensation parameterspresented on Figure 17.
The superposition of all possible trajectories for the algluring one bit period defines the
eye diagram. The eye opening is characterized by the hBigbt the greatest rectangle
inscribed in it and is a fairly good indicator of the distortiexperienced by the signal. The

eye opening penalty (EOP) expressed in dB is given by

Po )
EOP=-10lo , 47
o 50— 7)

wherePy,y is the signal average power.
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Figure 17. Prgpost compensation influence on the eye opening of a RZ sign&QQ%, 12 dBm) after
propagation (8 x 80 km, D=2 pg(nm-km)). The residual dispersion per span isl6 pgnm [1].
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2.2.3 Dfferent types of transmission line

All the techniques previously presented allowed the desfgrarious systems in response
to well defined problems. There is therefore no unique smiutalid for all of them but
general trends emerge and their use is always particulargivem application. This is
what is presented in this paragraph which is arbitrarilyd#d in terrestrial and undersea
systems. The performance of an optical communication syssés be estimated with the Q
factor which represents the signal to noise ration (SNR)airtput of the receiver decision
circuits. Figure 18 shows the relation between the eye dragrRZ eye diagram in this

case— and the Q factor defined by

Q= 1K1 = pol (48)

o1+ 0o
whereug et u; are the means of logical '0’ and '1’ and, their corresponding standard

deviation.

Figure 18. Q factor is defined from the eye diagram (example adn RZ signal).

The knowledge of the ideal Q factor is very useful as a stgnioint to estimate the
design margins. Marcuse expressed it as a function of theRJSIN estimated with (49).
Zyskind shows in [32] that the OSNR of a system consistindlgf, amplifiers withPg

output power per channel ($&m, fiber spans having eadh ,ssdB loss) is given by

whereNF is the noise figure of the amplifiers. For high gains, one cawdhatNF ~

2ngp [24]. The formalism introduced by Marcuse can be modifiecat@tseveral factors
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into account such as the pulse shape or the finite transraittarction ratior. For non-

return to zero (NRZ) data, the Q factor is given by

ySNR\/S:g

Q= - —, (50)
where
B 2(1-r)

with Bg and By the electrical and optical bandwidth of the receiver.

2.2.3.1 ULH Terrestrial transmissions

From the first tests performed in 1977, optical communicasgstems have constantly
evolved. The transmission window has progressively movenh f0.85um to 1.30um,
zone where the chromatic dispersion of standard fibers isstlaero, then to 1.5pm
where their attenuation is minimum. This third generatias heen commercialized since
1991. From then, technical improvements (DFB sourBast(ibuted FeedBack DFBwith
narrow linewidth, the development of fibers with inversespdirsion, the use of dispersion
management, the improvement of the optical amplificati@hrielogy, the compensation
of PMD, and the implementation of error correcting codesghaal the limits further in
terms of bit rate, distance between amplifiers/andbtal distance. Figure 19 represents

the structure of a modern terrestrial line.
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Figure 19. ULH terrestrial transmission lines.

2.2.3.2 Undersea transmissions

Undersea transmissions are used for intercontinental aonwattions. Their design is a
great technical challenge to reach a 25 year lifetime withreafgreliability (at most 3
breakdowns in operation). For example, Table 4 gives theired margins for a 6000 km
transatlantic line consisting of 32 channels at 10sGA he key parameters are the ampli-
fier spacing, the total input power in the fiber and the disparmmanagement of the line

(Table 3).

Table 3. Parameters used in the design of a transatlantic lie

Total distance 6000 km
Amplifiers spacing 50 km
Number of amplifiers 60
Amplifiers gain 10 dB
Total input power 11 dBm
Amplifiers noise factor 4.5 dB
Channel spacing 75 GHz
Amplifiers bandwidth 19 nm
Dispersion management cell 500 km
Dispersion slope 0.075 pen-nnv

Bit rate (23% FEC overhead) 12.3Gb

To take all the impairments experienced by the line alondjfésinto account, diferent

margins are computed from
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¢ the ideal value of the Q factor computed with the transmispi@arameters thanks to

Equations (49) and (50),

¢ the minimum value required by the error correction (FE@ward Error Correctior)

to get a 10° bit error rate.

Each improvement is built on to relax the constraints on tfetesn at constant perfor-
mance. The use of a modulation format resistant to nonlitresuallows for example a

higher amplifier spacing or a lower channel spacing whicluced the costs or increases

the capacity of the line.

Table 4. Example of a margin budget allocated for a transatlatic line.

Parameter value (dB)

Ideal average Q factor 17.8

Estimated margins to face theffldirent constraints:

Propagation lossés 4.3
Variations in the fabricatio” 2
Time fluctuations of Q 1
Aging 1
Q end of life3 9.5
Required Q (imposed by the FEC threshold) 8.5
End of life margirt 1

! Fibers nonlinearities, additional noise caused by thecapteflections and the imperfect

dispersion management. ..
2 It includes the fact that real components are made from ifepeindustrial processes
3 Average Q value after subtracting the estimated margims fre ideal average Q value

4 End of life Q value after subtracting the required Q value
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2.3 Emission, detection and data processing

As the need for higher capacity systems is urging, the bataat the number of channels
still increase underlining the deleteriou$eets of chromatic dispersion and both intra and
inter-channel nonlinearities. In this context, the usefitent modulation formats, more
robust to these limitations and allowing a higher channeaksm, and correcting codes

becomes decisive to find an optimal setup.

2.3.1 Modulation formats

Besides the technical simplicity desired in the transmitesign, another important pa-
rameter determines the optimal choice for the modulatiomé&b used in a given line: the
spectral éiciencyn.

1= "2 (@BiysH?) 52

where B is the bit rate and. the channel spacing (Table 5). According to the modulation
format, the optical spectra haveftdirent shape and bandwidth. Moreover, the symbol in-
terference introduced by optical or electrical filteringasying from one format to another.

The ability to reach a high spectrafieiency by multiplexing many channels is therefore

dependent on the modulation format used.

Table 5. Spectral dficiency for various systems.

B (Ghbys) | Channel spacing (GHz) Spectral &iciencyn (%)
2.5 10050/25 2.55/10
10 20010050 5/10/20
40 200’100 20/40

23.1.1 NRZ,Rz
The basic modulation formats in use in commercial systeni®Z(ldnd RZ) rely on an
intensity modulation coupled to a direct detection (IMOBtensity Modulated Direct De-

tection). They are defined by their pulse shape and their duty cycle
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d=
Ts

(53)

whereT, is the pulse width andlg the bit slot.

NRZ is easy to generate and its spectral width allowaaB channel spacing. RZ is
more dificult to generate because it requires an additional moduiajeerform the pulse
carving. Its spectrum is larger than NRZ (Figure 20) and otibmes a 3 to 4x B channel
spacing depending on the duty cycle. Nevertheless, RZ shatgsanding resistance to
nonlinear &ects which makes it a good candidate for submarine systeath &ymbol '1’
is virtually independent of its neighbors and thus expesnthe same nonlinearity. On
the contrary a sequence of '1’ in NRZ creates a continuous pauech is unstable at its

edges. Long distances have been reached for a single chiatateexperiments. However,

e its larger spectral width does not allow a dense multiplgxitO Gls with 25 GHz

channel spacing leads to better performances with NRZ [33].

e It also sufers from a low dispersion tolerance.

Data Optical spectrum Eye diagram Generation
1
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Figure 20. NRZ and RZ modulation formats.
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Remark: For each format cited, we give a scheme leading to its exgeriahimplementa-
tion. The Mach-Zehnder modulator (MZM) output is deterndity the bias tension (Bias)
and by the nature and amplitude of the driving RF signal. For N&&zthe signasyrz(t)
has aVv,, amplitude @p) and the bias i¥z, the operating point is at the center of the MZM

Power-bias characteristic and the optical output is e@héior a’1’.

2.3.1.2 Modified RZ formats
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Figure 21. CRZ, CSRZ and APRZ modulation format.

Several formats have been proposed as an alternative farotheentional RZ (Fig-

ure 21).

e CRZ,Chirped RZ one of the most used, it consists of an additional phase ratol
driven by aB GHz clock [34]. CRZ spectrum is even wider than the RZ one, which

limits its capacity. Nevertheless, its higher resistacednlinear &ects guaranteed
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its use in 10 GJs submarine systems [35].

e CS-RZ,Carrier Suppressed R4t is initially used in 40 Glfs terrestrial systems [36].
The data is encoded on the pulse intensity whereas the pyeieestically alternates
between 0 ana. The average electric field is therefore null and the spettloes
not have any carrier. The detection is performed with a ughato-detector. With
a reduced spectrum compared to RZ and comparable to NRZ, CS-R2 shuetter
tolerance to nonlinearfiects and chromatic dispersion [37]. 40/6kransmissions
with 100 GHz spacing are possible [38] as well as transngitomer transpacific
distances [39]. However, CS-RZ is not veffieetive against intra-channefects. A
systematic phase-shift af2 (no longerr) is applied to fight them. It gives birth to
n/2-APRZ,Alternate Phase RF0].

2.3.1.3 High spectralfgciency
In order to achieve a 50 GHz channel spacing at 40%sGtr 125 GHz at 10 Gfs), the

focus shifted to formats with reduced spectral occupation:

e Duobinary modulation and phase shaped binary transmissiorfPSBT)

Optical spectrum

[AH<— Duobinary (dB) B—11T)
bre Biast RF S (t) 2 (S 20
T AV S
T H ; 0
-1 001 Detection
1 % : ‘05 2 levels {0,1}
OH 5 {0 T X 20 _

S, \0: 3 levels{-1,0,1} -3B  -B B 3B

o =

Figure 22. Duobinary modulation scheme.
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Figure 23. PSBT modulation format.

Those formats rely on a 3-level modulation — generally-0,and—1 — so that the
guadratic detection only sees 0 and 1 (Figures 22 and 23, dilaele by a factor 2
the occupied bandwidth but require data precoding. The 4etiBigvity degradation
can be compensated by an additional NRZ modulation [41, 43nsB transmis-
sions (40 Gfs, 50 GHz channel spacing) have been performed [43] and slgoadc

tolerance to the chromatic dispersion.

Vestigial side band modulation (VSB) in RZ or NRZ spectra, the information con-
tained by both sides of the optical carrier is redundant. $B\nodulation, only half
of the spectrum is conserved after optical filtering or Hitheansform in the RF do-
main (Figure 24). NRZ-VSB reaches 8Mit/sHz spectral &iciency [44] whereas
its RZ counterpart reaches53 biy/s/Hz [45]. In all cases, the characteristics of the

optical filter is of vital importance for the quality of themerated signal.
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Figure 24. NRZ-VSB, RZ-VSB modulation formats.

e Phase modulation(PSK,Phase Shift Keying Pure phase modulation, for which the
intensity remains constant, has been proposed to increas®nlinearity tolerance.
Since the Kerr ffect is depending on the signal intensity, the nonlinear @ishifts
experienced by '0’ and '1’ are identical. erential phase shift keying (DPSK) is
performed either with a phase modulator or a MZM properlséd(Figure 25) so
that data is encoded on the phas#edence of two successive bits. A precoding
step is required to avoid error propagation. As quadratteai®n is not sensitive
to phase, the demodulation is done by an unbalanced Macheelmterferometer
(MZDI, Mach-Zehnder delay interferomejdFigure 26). The delay introduced cor-
responds to one bit period T and the MZDI performs an interfee between two

successive bits [46].
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Figure 25. DPSK, CF-RZ DPSK, CF-CSRZ DPSK modulation formas.
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The natural evolution of NRZ-DPSK towards RZ formats such asCRSK or
CSRZ-DPSK allows the demonstration of impressive performama terms of ca-
pacity and transmission distance [47—-49]. Compared to R¥,4hew a good resis-
tance to nonlinearféects [50], to optical filtering and a 3 dB gain in sensitiviging

a balanced detection. However, they are fundamentallydinby the phase noise

accumulated at the various optical amplification stages.

Direct detection Balanced detection
Constructive port Constructive port I Il B 1 Il

- BE— E

M Z D | Destructive port M ZD | Destructive port

Figure 26. Demodulation and detection of DPSK formats.

e Multi-levels: we can regroup the bits and code them on several levels Fsit]the
same transmitted information, the spectral occupationvisled by log,(M) if M
levels are used but the sensitivity degradation is highmeséd around 3 dB for

M = 4 and experimentally measured around 8 dB.

The receiver complexity is increased sindeintensity levels have to be discrimi-
nated [52]. Recently, QPSK modulatio@{adrature Phase Shift Keyihghowed
good results [53-56]. After precoding, the even and oddeecgil and Q extracted
from the initial bitstream are encoded on 4 phase levelsu(gi@7). The demodu-
lation performs the conversion in two intensity-modulasgghals — one discrimi-
nating O andr phase shift, the other between/2 andr/2 — detected by standard

photodetectors.
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Figure 27. DQPSK modulation scheme.

2.3.2 Error correction

The FEC implementation gives a relatively large margin tyease the total transmission
distance, the amplifier spacing dadthe total capacity of the system to decrease the costs
[57]. Almost all modern communication systems have integtdhe RS(255,239) Reed-
Solomon code [58]. Since its first use in submarine systemhedieginning of the 90’s [59]

and its development [60, 61], even more powerful codes haee bnmplemented:

e concatenated RS codes: RS(255,238%(255,239), RS(255,239IRS(255,223) [62]
or RS(239,223)RS(255,239) [63],

e turbo-codes, based on the concatenation of several blattscassociated to an iter-

ative decoding [64, 65].
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Figure 28. Usage of FEC (according to H. Kogelnik, ECOC 2004)The number in front OH (OverHead)

characterizes the redundancy level used by the code.

2.3.3 Performances

This paragraph is absolutely not an exhaustive list of @le&kperiments led in the field

of optical communications. Here, the goal is to give the eeah overview of the perfor-
mances presented by companies during the last OFC and ECO&auces. Most of the
WDM experiments have a 40 @bbit rate per channel. Those systems reached capacities
superior to 10 Tfs even if the record in terms of bit rate-distance produceld by [66,67].
They use 10 Gfs bit rate per channel and respectively reach 28 and Al More than

just pure performance, a recent trend focuses on the sygtémipation to make it more

simple and costféective (Table 6).

e If RZ-DPSK seems to be the good candidate for future systemBela experiment
has been conducted before [68] in order to confirm its 3 dB @idege over conven-

tional RZ-OOK.
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¢ On a given transmission line, the search for the méstient modulation formats
led a Lucent team [69] to propose polarization-alterna®3yDPSK to improve

42.7 Glys WDM systems.

e A first team of Alcatel [70] showed that under certain comais DPSK can give as
good results as RZ-DPSK. The implementation is less compiextlaerefore less

expensive.

e A secondteam [71] shows that DPSK formats can be used in 10&64d)s deployed

submarine lines.

e Increasing the capacity of existing transmission lines goasible cost féective
method. In this context, KDD proposes an experiment base€liSRZ-DQPSK [72].
It holds the record in term of spectraffieiency without polarization multiplexing

with 1.14 biys/Hz.

We have so far studied various developments of optical comgation systems and we
will focus on what is considered to be the main limitation oherent format: the phase

jitter.
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Table 6. Performances presented at OFC and ECOC 2004.

Company Capacity (Thits) | Channel spacing Spectral éiciency | Distance
(GHz) (Bit/s/Hz) (km)
Tyco 0.96 33 0.30 13100
[68] (96 x 10 Ghits)
Lucent
JGKB Photonics 0.24 100 0.4 2000
[69]
Alcatel 6 50 0.8 6120
[70] 149x 42.7 Gbiss
Alcatel 1.68 4820
[71] (42x42.7 Gbifts)
KDD 4 70 1.14 300
[72] (50x85.4 Gbifts) (4x75)
KDD 3.2 400 0.8 40
[73] (10x320 Gbits)
KDD/Mitsubishi 0.4 37.5 9000
[57] (32x12.4 Gbifts) (60x150)
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CHAPTER 3
OPTICAL PHASE JITTER

Variations of the dierential phase-shift-keyed (DPSK) modulation format haaeently
allowed for the demonstration of impressive transmisseyecities in the context of long-
haul fiber-optic communication systems [74] and represenb@ising technique to further
increase optical communication system performance [8hdse formats, data is encoded
in an optical phase fference between adjacent bits. It has been shown that thesotyp
modulation dfers several advantages, namely, the reduction of the pawraitlting from
nonlinear &ects, a good tolerance to narrowband filtering, a high sakeefiiciency in
the quadrature DPSK implementation, and the possibilitysafg balanced detection to
enhance the sensitivity of the receiver. In these systdragrtror-free transmission distance
is limited by random fluctuations of the phase. Physicaligge jitter arises from amplified
spontaneous emission (ASE) noise that is added to the saigrach amplification stage
along the link. In this section, we introduce the backgroahthe proposed research. We
therefore give a brief overview of the physical origin of phaitter before reviewing some

classical techniques used to control it.

3.1 Origin

3.1.1 Linear contribution
The optical field at the output of an erbium doped fiber ampl{#DFA) without sponta-
neous emission is given by

E = VGEQ e, (54)

wheren is the erbium doped fiber indek,andG are, respectively, the length and the gain
of the amplifier ands, the wavevector in vacuum. By taking the spontaneous emission

phenomenon into account, the noise term

Ease = En(t) €/ (55)
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adds toE2", amplitudeEy(t) and phases(t) being random. In the following study, the
in-phase and quadrature components of the noise are caesidelependent Gaussian
random variables. The flierent fields are represented in the complex plane of Figure 29
The anglesg(t) between the amplifier input and output optical fieEfS' and Er defines

the linear part of the phase jitter. The linear term reclésfact that the contribution of
ASE to the total phase jitter is direct. The linear fluctuasi@round the average field are

described by a two-dimensional Gaussian distribution.

Figure 29. Linear phase jitter.

3.1.2 Nonlinear contribution

During the propagation in the fiber, a nonlinear phageis accumulated through SPM

L
onn(L.1) = f Y@z b)2dz. (56)

It clearly appears that the power fluctuations resultingnfl®SE noise will translate into
phase jitter via the Kerrféect. This mechanism, also known as the Gordon-Mollenauer
effect, not only adds a nonlinear contribution to the total ph@3sgure 30), but also in-
duces a correlation between amplitude and phase noise.c®hslation is visible when

nonlinearity plays an important role in the propagation.
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Figure 30. Nonlinear phase jitter.

Figure 31 represents the evolution of a soliton optical fielé dispersion-managed
link whose parameters are recalled in Table 7. The samalimitindition is launched
1024 times in the transmission line to obtain 1024 simutetizvith diferent ASE noise
to infer the phase variance. Figure 31 shows that in the chseentotal phase jitter is
dominated by its linear component — at the beginning of tlepagation — the samples
follow a Gaussian statistic; hence the circular form is obsg The nonlinear component
progressively dominates and the disk takes the form of aergsnoon whose extent in-
creases with the covered distance. The Gordon-Molleniadeiced correlation can be seen
in the particular shape of the crescent. One can noticettlsanot centered. In the case of
2040 and 3000 km propagation, the most powerful pulses soetla¢ ones that experience
the greatest phase shifts. This fundamental characteaftionlinear phase jitter is used
in some techniques to provide its control.

Considering a standard DPSK transmission where the phass daky two values, and

seeing how the crescent spreads, we can understand why jiterseecomes the main
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limiting factor and how it is important to control it as muck &e can. The next section

reviews experimental techniques performing jitter cotealuction.

Table 7. Transmission line parameters.

Pulse shape seth
FWHM Pulsewidth (ps) 20
Pulse peak power (mW) 7.2
Fiber 1 dispersion (psm.km) 11
Fiber 1 length (km) 30
Fiber 1 dfective areagm?) 50
Fiber 2 dispersion (gsm.km) -10
Fiber 2 length (km) 30
Fiber 2 dfective area;(m?) 50
Distance between amplifiers (km) 60
Spontaneous emission factor 15
z=60 km z=1200 km z=2040 km

150y
180

210\

240 300
270 270 270

z=3000 km
90

z=5040 km

120

240 - 300
270

Figure 31. Phasor diagrams as a function of distance.
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3.1.3 Experimental techniques providing phase jitter contol
Filtering has been studied in depth in the preliminary regeao it is not considered and

detailed in the present section.

3.1.3.1 Nonlinear compensation

A technique based on nonlinear distributed compensati®?S@{Nonlinear Phase-Shift
Compensationhas been proposed in [76, 77] to reduce phase fluctuatidrescdmpensa-
tion can also be performed at the receiver [4]. The undeglidea behind these techniques
is to take advantage of the Gordon-Mollenauer-inducecetaiion between amplitude and
phase noises. As the most powerful pulses experience tlagegtgphase shifts, applying
a negative correction proportional to their power is enotggheturn them close to their
initial states and thus reduce the amplitude of the fluabaati The former techniques only
differ in the component used to perform the correction. The eridi®fparagraph is de-
voted to the presentation of two experimental implemeoiati Their results are expressed
in different ways. The phase distribution represented on a conpdee (Figure 32) is
obtained by numerical simulations, which show its evoluti®n the other hand, the eye
diagram gives a direct view of the distortions experiencgthle optical signal throughout
its propagation.

The first technique performs a compensation based on a peilydpoled LINbO3
waveguide [4]. It has been previously shown [78] that theadsg of second-order non-
linear dfects that occur in such a device is equivalent to a nonlimesexin, whose sign
and amplitude can be controlled by varying the phase-magcbonditions between the
fundamental and the second harmonic generated in the wiaeeglihe phase-matching
condition is easily modified by controlling the temperataféhe device. This is also used
to adapt the nonlinear compensation to any particular tngsson lines. Each pulse is
subjected to a negative phase shift that is proportionaktpower. Negative phase shifts
in excess of 1 rad can be produced with realistic pump powEng phasor diagrams in

Figure 32 show thefliciency of this method with a.8 dB reduction in total phase jitter
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after a 6000 km propagation. The second technique [5, 78| aiphase modulator (Figure
33). The amplitude of the modulation is proportional to thiensity of the detected pulse
and its sign is opposite the nonlinear phage accumulated via SPM. The eye diagrams
shown in Figure 34 are obtained withfidirent experimental conditions in order to clearly
see the SPM impairments. Cases (a) and (#@din the ASE level, which is intentionally

added or not at the transmitter side to create (or not) antirapophase jitter.

Without compensation

a) b) c)

With compensation

Figure 32. Experimental results involving NPSC obtained by4] after a 6000 km transmission with and
without NPSC, (a) single channel (b) and (c) DMS-DPSK WDM with D0 and 50 GHz channel spacing.

Phase modulator

Data ﬁ — > DPSK detection

<t |
PIN photodiode | Variable delay

|
RF amplifier

Figure 33. Nonlinear phase jitter compensation by data phas modulation.
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a)

Figure 34. Eye diagrams obtained in diferent cases: a) without nonlinear phase jitter b) with nonlhear
phase jitter ¢) with nonlinear phase jitter and compensatia technique.

The compensation has a direct impact on the eye opening. uvegaents lead to an
increased OSNR margin of 2.5 dB and a 3 dB improvement for tHad@r over the

measured OSNR range.

3.1.3.2 Optical phase conjugation
Optical phase conjugation (OPC) has been demonstrated dscene technique to com-

pensate for

e linear dfects such as chromatic dispersion [80] or timing jitter [81koliton sys-
tems. In the last case, the small random changes in the &veaager frequency of
the soliton are transformed in corresponding group veldtictuations that finally

cause the jitter in arrival times at the receiver.

e nonlinear &ects such as SPM [82] or FWM [83].

An intuitive way to understand how OPC can compensate foorohtic dispersion is to

take the complex conjugate of the Nonlinear Schrodingeiakgn (NLSE):

oA i 9%A

E + E’BZW =0. (57)
We get

0A" i 02AF

oz~ P =0 (58)

Equation (58) means that the propagation of phase-comguggt A* is equivalent to

changing the sign of the group velocity dispersion (GVD )gpageter3,. The consequence
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of this observation is important for optical communicatsystems. If the optical field is
phase conjugated in the middle of the link, the dispersi@u@ailated in the first half part
will be fully compensated in the second part. The same argtapplied to equation (59)

explains the possible compensation for both chromaticetisspn and nonlinearity.

% N lzﬂz‘f_tzA —iylAPA =0 (59)
Nevertheless, if nonuniform distributed amplification afidpersion management (DM)
break the power symmetry required for exact compensationlimearity control is still
observed in conventional transmission lines [84] and resdls maximum when the optical
phase conjugator (PC) is placed in the middle of the link [&&mulations for constant-
dispersion soliton systems with distributed amplificatstow the impact of the PC [86].
The parameters of the line are recalled in Table 8. Phasanaias a function of distance
is represented in Figure 35 for a compound system that dertfishree fiber sections, of

lengthsz;, z, andz;, respectively, separated by two PCs. Several positionsoasdered:
¢ Symmetrically placed PCs separated by equal distancez{SEz, = z3 = z/3),

e Symmetrically placed PCs separated by unequal distancesz{StJz; = z/4 and

2, = 2/2),
e Optimal case for asymmetrically placed PCs A= 2, = 2z/5 etz; = z/5).

Compared to a reference system without OPC, the distancesahdte reached with the

same level of phase jitter are respectively multiplied ®84SE), 252 (SU), and 22 (A).
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Table 8. Parameters used in simulations (Figure 35).

Pulse shape seth
FWHM Pulsewidth (ps) 30
Pulse peak power (mW) 0.60
Dispersion ps’/km) -0.3
Attenuation (dBkm) 0.21
Nonlinear coéficienty (knTtw-1) 1.7
Total length (km) 9000
Spontaneous emission factor 1.1

0.08 /

0.06 /

0.04 ¢}

0.02}

Phase variance

Distance [Mm]
Figure 35. Simulated phase variances plotted as a functiorf distance. The dashed curve represents a

reference system without a PC, whereas the solid curves repsent systems with two PCs at ffierent
locations.

One can reduce the phase variance further by using posttiasion NPSC. The perfor-
mances are expressed in Table 9 as the jitter reduction gechpa the reference system

without OPC and as the extension in the transmission reach.

Table 9. Predicted performance improvements.

SE+tNPSC SU SWUNPSC A A+NPSC

Jitter reduction 9 36 16 16 25 25.8
Range extension 2.08 3.3 2.52 2.52 2.92 2.95
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3.2 Phase jitter estimation in dispersion-managed systems by use of
the moment method

In the last section, we presented the physical phenomendhandiferent mechanisms
that generate phase jitter. These random fluctuations rese $tudied by Ho, who com-
puted the probability density functions of nonlinear phaeese [87, 88] and diierential
phase [89]. His work shows the inadequacy of the Gaussiargippation when one tries
to give an accurate evaluation of a DPSK system performandesgertheless, his model
is far from taking into account standard techniques usecah systems design such as
dispersion management, filtering, and modulation formdte Gomplexity of such trans-
mission lines requires the computation of average quastdver a statistically significant
number of noise sample functions. The computation time amgepnecessary to simulate
the behavior of a transoceanic line with this brute forcéategue (Monte Carlo method)
are significant. In this section, we describe some prelingigantributions we have made

toward reducing the computational time in phase stabibtyngation.

3.2.1 Moment method
Developed since 1971, the moment method is successfully mséhe computation of
timing jitter occuring in dispersion-managed systems [T4je idea consists of considering

the optical pulsei(z t) as a particle with energy E, rms power P, and phisiefined by

) = | Wz okt (60)
P = 2 [ 7z et (61)
o = £ [ Wz Y arguz ) dt. (62)

These time-averaged quantities, called moments, respBctepresent the energy, power,
and phase of the optical field at a given distance z. Theirugools are ruled by the

optical pulse propagating in the fiber. Optical pulse prepag in the picosecond regime
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is described by the scalar nonlinear Satinger equation:

Ou By(2) *u

0z 2 ot

+Y(@IuPu=ig@u+ F(zt), (63)

whereu(z t) is the pulse envelope in a co-moving frarg&) is the local net gain, angh(2)

is the local group-velocity dispersion. The @daenty = nywo/CAet¢ IS the local nonlin-
earity, wheren, is the Kerr nonlinear indexy, is the signal central angular frequency,

is the speed of light, ande;; is the fiber &ective cross section. The noise source term is

described by its autocorrelation function:
(F@2 YF*(Z,t)) = 2goiwons(28(z - Z2)6(t - 1), (64)

whereng, is the spontaneous emission factgy s the amplification caécient inside the

amplifier, andiwy is the photon energy at the signal frequency.

3.2.2 Phase jitter Computation

Analytic derivations of the phase uncertainty for solitgistems were carried out using
perturbation theory and the variational method. Theseesuassume an analytically de-
termined pulse shape and a constant-dispersion optiggdlllif)13]. A semi-analytic model
of the phase jitter was recently proposed for dispersionagad soliton transmission [90],
based on a Gaussian ansatz for the optical field. Here, wegeapsemi-analytic approach
that is valid for arbitrary pulses in dispersion-managetj@ptical links. The following
results were published in [91,92]. The principle of thisidetion is to split the propagation
problem into its deterministic and random parts. The prdistib aspect of the problem is
solved analytically, thereby avoiding the computationwrage quantities over a statisti-
cally significant number of noise sample functions. The mheit@stic part of the problem
is carried out numerically by use of the split-step Fourigogathm. The obtained unper-
turbed optical field is used together with the moment metB&§l §nd statistical properties
of the noise to evaluate phase jitter to first order. This @ggh is validated by comparison

with direct Monte Carlo simulations in a DM soliton system amduasilinear channel,
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which both show excellent agreement. The computation tieoessary to evaluate the im-
pact of phase jitter on a communication system is therebyaed from hours to seconds
on current desktop computers. This method also provide gysical insight about the
mechanisms that create phase jitter in the context of argitiptical pulses. In addition to
the moments defined by equations (60)—(62),

1 (7 (Uw)? + (Urw)?

Q02 S —
2E J_ ul?

dt (65)

represents the square of the angular frequency of the bpetshat a given distance. The
subscriptt denotes the partial time derivative. fRBrentiating® and P with respect ta,
and using the propagation equation (1), we obtain thesendigrequations:

do B 1 [T s e
el yP—EQ +EIOO (arg(u)—CD)(uF uF)dt

+00

“2E | _ u‘F + uF+*dt (66)

dP ,82 e 4 [ e 2 s e
5 - 2gP+E[Oo lul* (arg))y dHEIoo (2|u| - P)(uF -u F) dt.

(67)

If we assume that the pulse exhibits mostly linear chirpnthe

arg)(z. 1) = ¢o(2 + P2(A(t - to)° (68)

wherety is the temporal position of the pulse, and these dynamictemsacan be rewritten

as [94]
do i A
o - —Bopo® + yP + E Iw (argu) — @) (uF* -u F)dt
-% (uF + uF+) dt (69)
& = 2grpPr g [ (20— P)(F - )
dz e EJ .
(70)
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These equations have simple physical interpretationsnidan phase accumulates propor-
tionnaly to power through self-phase modulation (SPM).g@hzariations also arise from
chirp fluctuations through group-velocity dispersion. Tast two terms in equation (69)
represent the direct contribution of noise to phase evaiufrhe power varies as a function
of gain and dispersion. Noise also contributes directlyawegr variations through the last

term on the right-hand side of equation (70).

Method of variation of parameters 1 Let y be a continuous and girentiable function

. .. d . .
on an interval | Wlthd—i + a(x)y = f(x) and f continuous on [; then, the general solution of

this differential equation is

y(x) = e A fo ' f(WeM du where Ax) = fo ' a(u) du.

Using the method of variation of parameters, we can impfiaitegrate the dynamic

equation that governs the evolution of power.

P= {Po +i foz[EiAl fm (@uP? - P)) (uF* - u'F) dt] dzl} A, (71)

where
Au(D) = exp( [ 2 +/32¢z)d21) | (72)

Similarly, an implicit solution for the mean phase equai®given by

O =0+ D, + D3, (73)
where

o, = Azf ﬁdzl (74)

o A
] A 1 +00 " LA
D, = |A2f0 [E Ioo (arg(u)—cD)(uF -u F) dt] dz (75)
_ A 1 e o “

DO; = > O[EAiz‘[ooUF-i_UF dt}dzl (76)
Z

A = exp(—f B2 le) : (77)
0
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Under these assumptions, the noise-free field can be ushkd nght-hand sides of equa-
tions (71) and (73) since the perturbed field only adds secamdihigher-order corrections
to the phase. The phase variance can be calculated usingoegu®4), (71), and (73):

05 = (D%) = (0)? = (D) + (DF) + (D3) + 2AD1Dy) , (78)
where defining the scalar product

(6ai, 60;) = f 60iod; + oq;oq; dt, (79)

[Se]

and the functions

20 \Jonsgiwo 2|u|2 P (80)

o =
. ()
o = 2'\/9”3@”0%U (81)
5 = 2 fonghong (82)
We find

@) = A f ba f bia f (601, 601) dzs d2 dz (83)
@ = % [on.000 (84)

e
(@3 = ry [; (603, 603) dz (85)
2Dy = A2 f VA f (601, 50) dz dz; (86)

The cross productgd,®3) and (®,®3) are reduced to zero owing to orthogonality
properties of the noise components. Equations (78)—(g88ksent the main result of this
section, and are valid for arbitrary pulse shapes and conuation systems, provided that
the chirp remains essentially linear throughout the prapjag. Once the deterministic
optical field is known, one can use it in the right-hand sidegdquations (83)—(86) to
evaluate the phase jitter. The quanti@?) can be identified as the phase jitter induced by
power fluctuations through SPM(D%) and(d)%) are direct contributions from the noise to

phase jitter, and®, ®,) is the interference term between these tifeds.
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3.2.2.1 Phase jitter control by in-line filtering
In-line filtering was first proposed to reduce the timinggjitf95] and was experimentally
demonstrated in a dispersion-managed (DM) system [96].a#t kater shown to stabilize
the phase as well in the frame of constant dispersion sdlitéa [12]. The physical mech-
anism for phase control is as follows: optical filters stabilthe pulse spectral width and
hence peak power since these variables are coupled by aanboliton propagation. The
control of the peak power then acts on the stability of thesplccumulated by self-phase
modulation. In DM systems, the periodic chirping of the putomplicates the analy-
sis [93], and the féect of filtering on the phase jitter must be reconsidered.

A periodic filtering whose spatial periodzs can modeled by a distributed filtering that

has the samefkect on the soliton [97]. Considering only thifext of the filter, we have
O(w, z¢) = U(w, 0) T(w), (87)

whereu denotes the Fourier transform ofand T (w) is the filter transfer function. Equa-

tion (87) is the solution at = z; of

au _ InT(w)
9z z

G (83)

In the case of Gaussian-shaped filters with FWHM bandwidtfi ;) has the following

form:

T(w) = el VP (89)

and equation (88) becomes

ou In(2 1 o4

92 2 Bz ot (%0)
In(2) : L e
If b= 2By, we can write the NLSE perturbed by the distributed filtering
neB°Zs
ou 1 L 0% _ A
e E[,Bz(z) - 'b(z)]w +y(@Iuu=ig(@9u+F(z1). (91)
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b characterizes the filter strength. The dynamic equatio®s-(80) can be rewritten as

do i .
i - —Bopo® + yP + E f_m (argu) — @) (uF -u F) dt
1 (", .= -
5 | (u F + uF ) dt (92)
dP b(Z) +00 ) | —+00 ’ ,\* L
E = Zg+ﬁ2¢2—ﬁ . |Ut| dt P+EIOO (2|U| —P)(UF —-u F)dt,
(93)

where only first-order terms in b were kept. The power is given

P= {Po +i fo[EiAl fm (@uP - P)) (uF* - u'F) dt] dzl} A, (94)

—00

where

b(z) +00

A(2) = eXp[L 2(9 + Bap2 — 2E | |Ut|2dt) dzl] . (95)

The filtering term changes the overall behavior of the sofutiThe correction acts on the
multiplicative termA;(z), dampening the fluctuations of P. It results in a smaller grow
noise and hence nonlinear phase noise since it is inducedwsgrgfluctuations through

self-phase modulation. The derivation formally gives thens results, equations (78)—

(86), with the exception of the modifie (z) term.

3.2.3 \Validation of the moment method

To demonstrate the versatility of the moment method, weyaippd two filtered DM sys-
tems with diferent levels of nonlinearity and filter strength, and cheekroodel by com-
paring it to direct Monte Carlo simulations. Using the spliégp Fourier algorithm, the
propagation of a single pulse in a noisy channel was simiilai® times to compute the
phase variance. As only single pulses at a single wavelemgth considered, patterning
effects that may arise in real WDM communication systems aretudiesl here. The time,
frequency, and distance resolutions were 500 fs, 2 GHz, &nal tespectively. The optical
links are formed by alternating spans of anomalous disperfdoer 1 and normal disper-

sion fiber 2. The DM soliton link operates at a high peak powet average dispersion
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D, = 0.5 pgnm.km, while the quasilinear system operates at low powih zero aver-
age dispersion. Unchirped pulses are launched at midpbtheamormal dispersion span.
The systems’ parameters are summarized in Table 10. Foslgstems, optical amplifiers
followed by Gaussian filters are placed every= 60 km along the link, witms, = 1.5.
Because filters remove some signal power in the wings of treemgectra, the gain of the

amplifiers must be slightly increased to conserve energy.

Table 10. Numerical values of the systems’ parameters.

DM soliton DM quasilinear

Pulse shape seth Gaussian
FWHM Pulsewidth (ps) 20 20
Pulse peak power (mW) 7.2 0.5

Fiber 1 dispersion (psm.km) 11 16

Fiber 1 length (km) 30 50
Fiber 1 dfective area;(m?) 50 80
Fiber 2 dispersion (psm.km) -10 -80

Fiber 2 length (km) 30 10
Fiber 2 dfective area;(m?) 50 45

The phase standard deviation is plotted in Figure 36 forggapon distances less than
1 Mm. For the quasilinear system, we observe a global linepeddence of the phase
variance to propagation distance, because te{rh§§s and <<I)§> dominate because of the
low peak power. The phase uncertainty exhibits rapid @mihs that are imparted by the
dynamics of the pulse inside a DM cell. As the variation ofugrevelocity dispersion is
large in the case of the quasilinear system, these oseilatre particularly strong. Our
method reproduces these oscillations’ locations and ancigls accurately. For the DM
soliton system, the cubic dependence of the phase varidamed in the case of constant-
dispersion soliton channels [12] is still observed. Thidug to the predominance of the
(@2 term since the large optical peak power gives rise to signifiSPM, thus transferring
amplitude noise to the phase. Variations at the scale of ec@ll are small because of

the low value of the dispersion map strength considered.

61



0.12

0.1

0.08

0.06 \ VLT

\ r
+~
Je

I
0.04 | T
YLk +
0.02 7
L+
Eae

At ‘ ‘ ‘
0 02 04 06 08 1

0

Standard deviation of phase (rad)

Distance (Mm)
Figure 36. Standard deviation of the phase as a function of dtance over 1 Mm. Quasi-linear system,

Monte Carlo (solid) and moment method (dash). DM soliton sygm, Monte Carlo (dash dot) and
moment method (crosses).

For distances over 1 Mm, we only plotted the phase standatidtd® at the locations
of optical amplifiers for clarity (Figure 37). For the quasdar case, the moment method
results are in good agreement with Monte Carlo simulationsiffaistances. For the DM
soliton case, we note that the oscillations of the phasertaingy on a long-distance scale
are reproduced with good accuracy. The moment method lsligherestimates the lo-
cations of these oscillations, probably because of secotder d¢fects. We note that the
phase jitter curves for the two systems cross at approxiynatelm. This observation can
be physically interpreted as follows. Equations (80)—@&=x)w that the impact of noise on
phase jitter is inversely proportional to the energy peseuln the short distance case, the
direct contribution from ASE to phase noise predominaté® quasilinear system, operat-
ing at low energy per pulse, is moré&ected by noise. As the propagation distance grows,
the contribution from nonlinear phase noise grows rapidhemwthe operating power is
high. Therefore, the phase jitter in the DM soliton case gréaster than in the quasilinear
case, resulting in a higher phase jitter for distances grehtin 1 Mm. This shows the
need for phase control techniques, particularly in the cabéghly nonlinear transmission

systems.
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Figure 37. Standard deviation of the phase as a function of dtance over 5 Mm. Quasi-linear system,
Monte Carlo (solid) and moment method (dash). DM soliton sygm, Monte Carlo (dash dot) and
moment method (crosses).

Therefore, we included filtering in the numerical simulaso Its influence is particu-
larly important for the DM soliton system operating at higtak power. In this case, the

standard deviation of the phase is plotted in Figure 38 fibedint filter bandwidths.
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Figure 38. Standard deviation of the phase as a function of dtance for the DM soliton system with
optical filters bandwidths of 500 GHz, 100 GHz, and 45 GHz. Thesolid line represents Monte Carlo
simulation results while the dashed line represents the moent method results.
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The 500 GHz filter case corresponds to an almost unfilteregsysince the signal
bandwidth is about 15 GHz. We observe that the phase stanéardtion is greatly re-
duced by narrowband filtering. It exhibits ¢z dependence in the case of 45 GHz fil-
ters, which is similar to the constant dispersion solitosecfl2]. Although the moment
method does not predict accurately the locations of thétstigcillations, there is satisfac-
tory agreement with Monte Carlo simulations. The mismatabsitillation locations might
be due to a small amount of nonlinear chirping in the pulsestarnigher-order terms in
the filtering factorb. The filtering is not asfécient at suppressing phase jitter in the case
of the quasilinear system, as shown in Figure 39. This carxpkieed by noting that it
is operating at low power, with a weak nonlinear phase naséribution. Since the filters
essentially act by stabilizing the power of the pulses aedgiore reduce the nonlinear part
of phase noise mediated by SPM, they do not have an impori&@ct ®n the quasilinear

system.
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Figure 39. Standard deviation of the phase as a function of diance for the DM quasillinear system
with optical filters bandwidth of 500 GHz, 100 GHz, and 45 GHz. The solid line represents Monte
Carlo simulation results while the dashed line representstte moment method results.

To further clarify this stabilizing mechanism, we have dtin Figure 40 the linear and
nonlinear contributions to phase jitter in the cases of tkakly and strongly filtered DM

soliton systems, as given by the moment method. The linaaribation corresponds to
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Figure 40. Contribution of the nonlinear phase noise to the werall phase jitter for the DM soliton
system. Solid line: nonlinear phase variance with 500 GHz fiérs. Dashed line: nonlinear phase

variance with 45 GHz filters. Circles: linear phase variancefor 500 GHz filters. Crosses: linear phase
variance for 45 GHz filters.

settingy = 0 in equation (63). For 500 GHz filters, the nonlinear coniiin to the phase
variance reaches 0.6 radt 5 Mm and grows ag®. When 45 GHz filters are used, the
nonlinear phase variance is reduced to 0.025 a48 Mm, growing approximately linearly
with distance. The linear contribution to phase varianadnsost unchanged under strong
filtering.

Assuming a perfect phase receiver (Figure 41) and a Gayzsiaability density func-

tion, the probabilitied?(0/x) of detecting O whemr was sent and inversely are

1 /2 2
P(O/m) = —f e 22 dt 96
om = — | (96)
1 —+00 2
P(r/0) = —— e 22 dt. 97
(7/0) = (97)

As the phases 0 andare equiprobable, the bit error rate is given by
1
BER= E[ P(0/n) + P(r/0)], (98)

which finally takes the final form

1 b4
BER= = erfc . 99
2 (2\/20') 9)

65



The standard deviation that yields a symbol error rate of 190.26 rad for binary
DPSK and 0.13 rad for quadrature DPSK. For the DM solitonesysharrowband filtering
allows error-free transmission over 5 Mm for binary DPSK awmdr 2.5 Mm for quadrature
DPSK. For the quasilinear system no filtering is requiredoioary DPSK, while 45 GHz

filters allow the error-free transmission of quadrature RPRSer 5 Mm.
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Figure 41. a) Probability density function of phase (DPSK)b) Bit error rate as a function of standard
deviation of phase (DPSK).

Comment for WDM systems:

Note that our method only takes into account the interaadioa single pulse with ASE
noise, neglecting other contributions to phase jitter thaght arise in WDM systems,
such as pulse-to-pulse intra- and inter-channel intevasti Both FWM and XPM result
in interactions between pulses within a channel and frdiiedint channels. In dispersion-
managed systems, interchannel FWM is not phase matchedasistioverall influence
on the propagation in small. The contribution from interalmel XPM to phase jitter was
shown to grow as the distance square in a constant-dispesslidon system [98]. How-
ever, it has a small impact on the performance of such sysbeceuse the random phase
shifts experienced by successive pulses are highly ctetklao that they cancel when a

differential modulation format is used.
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The impact of intrachanneltects on phase jitter is not yet clearly assessed. To make
a first evaluation of their eventual contribution, we madaigations of the propagation
of seven pulses, each carrying a random phase chosen inttfie/gein both the afore-
mentioned systems. The phase jitter for the central pulseewaluated using Monte Carlo
simulations, which take pulse-to-pulse interactions atoount, and we also used the mo-
ment method approach, which only takes into account theaotieon with ASE noise. The
isolation of the central pulse was performed by evaluatihiinae integrals over the central
bit slot only. The pulse repetition period was= 100 ps, which yielded a moderate overlap
in the DM soliton system (maximum FWHM pulse width to time sktio 7,/ T = 0.34),
and strong overlap for the quasilinear system,{/T = 0.70).

The phase standard deviation as a function of distance igg-frieie points obtained in
the multipulse simulation is plotted in Figure 42. For the BMiton system, the result is
very similar to the single-pulse case, which indicatesititeachannel pulse-to-pulse inter-
actions play a minor role in the generation of phase jitteittics link. For the quasilinear
case, the overlap is strong, so that the computation of tamge phase of a pulse given
by equation (62) is meaningful only at chirp-free pointsentpulses are confined to their
time slot. At other points, the contribution of neighboripglses to the integral makes
impossible the numerical evaluation of the average phase goven pulse. This comment
applies to both the Monte Carlo and the moment method. We wb#eat the Monte Carlo
curve does not deviate significantly from the single-puksgeg indicating that intrachannel
effects bring only a weak contribution to phase jitter. Howetleg moment method is less
accurate than in the single-pulse case because the scathrcts of equations (83)—(86)
are nonzero only at amplifier locations, where the overlapagimum. Despite this ef-
fect, the moment method performs reasonably well. Thugh®systems considered here,
ASE noise and SPM appear to be the dominant mechanisms atigie @f phase jitter.
However, the fects of intrachannel interactions in the general contexthafse-encoded

signals remain to be studied in depth.
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Figure 42. Standard deviation of the phase as a function of dtance over 5 Mm for the multipulse
simulation. Quasi-linear system, Monte Carlo (solid) and mment method (dash). DM soliton system,
Monte Carlo (dash dot) and moment method (crosses).

3.2.4 Phase jitter control by phase conjugation
Among the techniques that have been proposed [4, 5], anddeteloped [79, 99] to limit
this nonlinear amplitude-to-phase noise conversion at&ovk as the Gordon-Mollenauer
effect, spectral inversion (Sl) or optical phase conjugati@mypsed to be #ective [86]. As
previously seen in section 3.1.3.2, midspan spectrumsivemakes the phase-conjugate
signal experience opposite dispersion and nonlinearithensecond half of the link pro-
viding a partial compensation [9]. In this paragraph, wespre the evaluation of phase
jitter in single-channel DM soliton (DMS) links using speadtinversion.

Given that the propagation of the phase-conjugated dieilid the second half of the link
is equivalent to changing the sign of the local group-veéjodispersiors, and nonlinearity

v [9], the NLSE can be generalized to take spectral inversspifito account:

ou 1

2
02 [epa(2) ~ (@] Ty + Y @IuPu=ig@D U+ F(zt) (100)

Whene evaluates to 1, Eq. (1) describes the standard propagdtiba optical field before
SI. Whene evaluates te-1, Eq. (1) describes the propagation of the phase-conjddald

after Sl. Following the same method, we get a generalizeadmyjon system we derived a
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further generalized dynamic system

do i A
el _6'82¢2®+€YP+EI00 (arg(u)—CD)x(uF -u F) dt
€ | (uF + uF) dt (101)
dP b2 (M i L
5 = 2|9t Bt o2 5 |ug2dt P+ELO (2u? - P) (uF* - uF) dt
(102)

The result presented in this paragraph concerns the propagéter Sl where nowe = —1.
This sign change does ndtect the direct contribution of noise to the phase variarioegs
linear phase kicks introduced at each amplifier are indegoenof one another. On the
other hand the nonlinear phase kicks are related to the p@akrpt the location of the
amplifier, which is correlated to the previous values of ppakers. This in turn leads to
correlation between nonlinear phase kicks. As a resulthging the sign ofy introduces
somme anticorrelation between nonlinear phase kicks éedod after Sl, reducing the
overall phase noise. From this observation, the only domtion to phase jitter that needs
to be fully reevaluated when operating in the phase-comguiysection of the link is the
nonlinear part of the phase.

The formal form of any paramet&i(z) expressed before Sl can also be used after Sl if
one shifts the origin to the spectral inverter locatine-(L;) and reverses the sign gf and
y. X(2) will then refer to the evolution of the parametérafter Sl in the new coordinate

system. Applying this to the nonlinear phabegives its expressiof, after S

B1(2) = 0a(L) - Az [ Z YF/;(ZD dz (103)

0 2
with power fluctuations given by

P(2) = Al{P(Ll) +i fo Z[é f - (@uP? - P)) x (uF* - uF) dt] dzl} (104)
)

with

b(z) +00

A@@ = exp[j; 2(9_'82¢2_E i |Ut|2dt) dzl]’ (105)
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A2 = exp[f Bag2 dzl] . (106)
0
The total phase variance due to the Gordon-Mollenaffeceis then given by
(@) = (D1(L0)?) + 05, (D = 05, @) - (107)

The first term, computed from (83), accounts for the phaser jgccumulated before
the spectral inversion whichffect is further analyzed. The nonlinearity control provided
in the second half of the link is materialized by the negatesn in (107) which forces
the total phase variance to increase at a slower rate. Theahtgndency observed before

conjugation is still observed im(szc , butits impact s limited byrfbPC . These contributions
1 2

are given by
z L1
7@ = 6@ [ (808 dz+ AL [ Goen.o0) dz
0 0
min(zL1)
+2A(L) X f (6q’1,5q’1)d23) (108)
0
3 L1 min@zLy) ,
<T<21>pc2(z) = —§H(z)(A1(L1)A2(L1)>< (5Q1,5Q1)d23+A2(L1)f (6q1’5q1)d22)
0 0
(109)
The functions G, Hga,, 6§, anddq; are given by
- ZyA 4y A
G(2) :%@Jﬂﬂlg%f'ﬁﬂydgub (110)
o A o A
- Ly A ZyA
HE) =A@ [ Lledz [ Lleda, (111)
0 2 o A

L 2uP - P
61 = 2i4/gnspiwg EA u, (112)
L 2uP - P
60 = 2i\Jgnsphwo T (113)

1

) . 2u2 - P
og; 2i 1/gnsphon R u. (114)
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G(z) and H(z) are the dominant functions that determinevb&igon of the phase variance
after the conjugation. Their relative variations expldia existence of a distance for which
phase jitter is minimum.

The standard deviation of the soliton phase is plotted iufeigt3 for diferent filter
bandwidths with and without midlink spectral inversion. the signal bandwidth is about
15 GHz, the 500 GHz filter case corresponds to an almost uefilteystem. We observe
that the phase standard deviation is greatly reduced byrapewersion. This reduction is
less dfective when tight filtering is used. This can be explained tyng that the amount
of nonlinear phase noise accumulated in the first half of ithlei less important in that
case. Nevertheless, midlink spectral inversion enablékarad systems to show the same
performance after 6000 km as standard 100 GHz systems. \Weatse a satisfactory

agreement between the results of the moment method anddahtise Monte-Carlo simu-
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Figure 43. Standard deviation of the phase as a function of dtance for the DM soliton system with and
without spectral inversion.

The phase varianc@b?) resulting from the nonlinear phase noise mediated by SPM

is plotted in Figure 44 for the case of 100 GHz filters. It§atient contributions (shown
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in dashed lines) after spectral inversion directly reflaetdominant behavior of the func-
tions G(z) and H(z) defined in Equations (110)-(111). Thelative variations modify the
overall evolution in a way similar to the constant dispemssoliton case [86] where non-
linearity control is achieved and results in the existerfca minimum value for the phase
jitter. Since this minimum is reached somewhere in the sgbaif part of the propagation,
midlink spectral inversion is certainly not optimal. Thésalbs us to study the impact of the

Sl location.
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Figure 44. Variance of the nonlinear phase as a function of ditance for the 100 GHz DMS system.

Figure 45 depicts the evolution of the standard deviatiothefphase as a function of
distance when the location of the spectral inverter is chdrigpm its symmetrical position
(L, = 3000 km), respectively to 2500, 4000 and 4500 km. The latterdases correspond
to a [2/3]- and [3/4]-link SI.

First, we can see that if Sl is performed before midlink, waidby lose the benefit of
nonlinear compensation, since we observe a growth sinoléing one observed without
Sl for the same system in Figure 43. This can be explained @yaitt that aftel; km

propagation in the second half of the link, Equation (109 aalitterent behavior. In that
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casemin(z L) = L, which means that the multiplicative term modulatid¢z) is now
constant. If the same conclusion can be drawn for the analog in Equation(108), the
overall multiplicative co#ficient in front ofG(2) is still dependent on z, which leads to a

nonlinear phase jitter evolution very similar to the onedbefspectral inversion.

2

The similarity is also reflected in the notations, since theig term ofo-fppCl = Tlope,

is G(2) x f 2(6611, 601) dz and can be compared to its counterpart before S| expressed by
Equation (%3). Intuitively, the potential correlationsgween phase kicks before and after
Sl can not extend beyond a propagation distanceldf.2

Finally, when Sl is performed after the midlink point, thesuéts show that the best
location is very close to [B]-link. In this quasi-optimal case, the maximum nonlinear

phase jitter control is achieved just before 6000 km andlit®sua 211 range extension.
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Figure 45. Phase variance evolution as a function of the spial inverter location for the 100 GHz DMS
system.
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3.3 Hfect of sliding filters on the soliton optical phase jitter in constant-
dispersion systems

We just showed that in-line filtering reduces phase jitféciently through the damping of
amplitude noise, which results in a linear increase of thasphjitter with distance. The
main drawback of this technique is that the ASE noise thatelastly the soliton center
frequency is less attenuated than the soliton itself andigexponentially with distance,
creating a strong continuum wave that deteriorates thesrmmesion. To overcome this
limitation, the idea of sliding-frequency guiding filtersas/ proposed [100] and demon-
strated [101-103] in the context of timing jitter. The piiple is to slightly shift the central
frequency of the filters along the transmission line. Becadiske nonlinear nature of the
soliton, its central frequency can follow the shift impodsdthe filters so that the soliton
is moved toward a region where the noise has been previotislyuated. It finally allows
the creation of an optical line that is opaque to noise buisyparent for solitons.

In the next section, we present an analysis of tifiece of sliding filters on the optical
phase jitter of soliton pulses in single-channel consthspersion links. An analytical
expression for the phase standard deviation is derived eyfighe soliton perturbation

theory. This result is validated by comparison with Montel@amulations.

3.3.1 Perturbation theory applied to sliding-frequency guding filters
The propagation of optical pulses in a sliding-filtered ¢ansdispersion amplified link is

described by the perturbed nonlinear Shinger equation:
. 1, 2
10U+ Eanu + Jul“u = eP(u) , (115)

whereP represents the perturbation and includes both the sliditggsfiand ASE noise,
€ is a small parameter, and a standard normalization of theENh& been used. Prop-
erly chosen transformation and a uniformly accelerateché&§97] allow us to write the

perturbation resulting from sliding-frequency filters as

eP = i[6u + (3/4)k;03u] — w'tu, (116)
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where¢ is the excess gain required to overcome the loss imposedeosolitons by the
filters, ks is the filter strength, and); is the sliding rate. Unless otherwise indicated,
notations of reference [97] are used throughout the désivatThe soliton solution of

the non-perturbed NLSE is given by
us(t) = Asech]A(t — a)] exp(i¢ — iwt) , (117)

whereA is the amplitudeg the temporal positiony the angular frequency, agdthe phase
of the soliton. Each amplifier imparts a zero-mean randotft &hthe soliton parameters,

with variances given by [97]

(6A%) = Aens,F(G) (118)
5 A

(dw®) = 3 € Nsp F(G) (119)
2 i

(6& > = KA €n nsp F(G) (120)
2y _ L (%

(6¢%) = o (12+ 1) e Nsp F(G) , (121)

whereg, is the ratio of the photon energy to the unit energy (in solitmits), ng is the
spontaneous emission fact@js the gain of the amplifier, and(G) = (G - 1)?/[G In(G)]
is the ratio of the soliton peak power at the amplifier outputhe peak power of the
average soliton. The perturbation theory can be used taleéécthe evolution of the soliton
parameters as a function of distance [97]. The filters gui@eaimplitude and frequency
to a fixed point given byA = 1 andw = —w’/k; = A. The evolution of small variations

around this fixed poinA = 1 + aandw = A + d are given by

a(z ty+t V3/2(ty — t
(2 _ 1+ [2(t1—12) || @ ’ (122)
d(2 V2/3(t1 — t2) t+ 1 do
wherey; = k;(1+|A| V6),t(2) = exp(~yi2), anday andd, are initial values of the amplitude

and frequency. The magnitude of the paramaterust be less than/V6 to ensure stable
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propagation of the pulses. For a given filter strength, tbrgldition fixes an upper limit for
the sliding rate.
To calculate the phase jitter, we change the referentialshiftl the fixed-point fre-

guency to zero. The evolution of the temporal position araspehs given by
a, = —-d (123)

¢, = a+wia (124)
All parameters have an influence on the evolution of the ph&sece the amplitude and
frequency are coupled by the sliding filters, they both weee in the first term on the
right-hand side of equation (123). The temporal positiordiines the phase jitter through
the second term of this equation. At a given distanaee can calculate the contribution of
each amplifier to the phase by using the initial values giyerduations (118)—(121) and
the parameter evolution equations (123)—(124). Addingluthese contributions, taking
the variance, approximating the discrete sum over the &isgliby a continuous integral,

and for distances such thatz > 1, we obtain the following expression for the phase

variance:
nsoF(G)z
(6¢%(2)) = &NspF (G2 |Aiz+ AZ + AT (125)
32za
with
A, = 387 + 385 + 6a1a, + b? + b3 + 2byby + 1+ 7%/12
A = 3a1a3 + 3328.3 + b1b3 + b2b3 (126)
As = a5+ b3/3 + n°W?/12,
and

a —1 1-_|_ }w_/f b —i \/§+w_,f

' v1(2 6 y1 ! Y1 8 2y
1(1 1 W] 1 3 W]

S N bz:__\ﬁJr_f (127)
2\ 2 672 Y2 8 2y

. \/1(1 1\ | w’f(1+1)
= —Ws | — — — = - | — — .
N6 N\ m) T 2\ w

The coupling between the frequency and the amplitude of ttgepesulting from the

sliding filters reintroduces 2 dependence of the phase variance. Whér= 0, the terms
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A, and Az are reduced to zero, arll = 3/k$ + 1+ 7?/12, so that we recover the result
derived in reference [12] for fixed-frequency filters. Egoias (125)—(127) are the main
result of this section. As for timing jitter, sliding the deal frequency of the in-line filters
induces a penalty on the phase fluctuations. Therefore, dowea filter strengttks, there
is a trade-€ between the reduction of the continuum and the growth of tiese jitter,
which both occur when the sliding rate is increased. It sthbel noted that equation (125)
does not apply when the continuum is strong because therpatiton theory does not take
into account interactions between the soliton and the tiadibackground. To investigate
the suppression of continuum, we now confront the analytesault with simulations.
Statistical simulations based on the split-step Fourighowwere performed to calcu-
late the phase jitter as a function of distance in a solit@nadel. The numerical parameters

of the system are given by Table 11. Gaussian filters wereglatter each amplifier.

Table 11. Numerical values of the system parameters.

Pulse shape seth
FWHM Pulsewidth (ps) 10
DSF Fiber dispersion (psm.km) 0.25
Fiber length (km) 45
Fiber dfective areaym?) 50
Spontaneous emission factor 15

Figure 46 is a plot of the theoretical and numerically otediphase standard deviation
as a function of distance in two systems with no sliding andrfttandwidths of 140 GHz
(ks = 0.16) and 100 GHzK; = 0.33). We observe that the growth of the continuum causes
a large deviation of the numerical curve around 7 Mm for th@ G4z system and 4.5 Mm
for the 100 GHz, and the phase jitter grows very rapidly beéytbris point. As expected,
the continuum grows more rapidly when the filter bandwidtbimsller because the excess
gain is higher.

The standard deviation of the phase is plotted in Figure 4Zhe 140 GHz system
with sliding rates of 6 GHMm (v} = 0.022,A = -0.13) and 12 GHMm (w} = 0.043,
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Figure 46. Standard deviation of the phase as a function of dtance for filter bandwidths of 100 GHz
and 140 GHz, and no sliding. Solid line: numerical simulatia, dashed line: perturbation theory.

A = -0.26). In both systems, the sliding filterffieiently suppress the continuum, and
the perturbation theory succeeds in predicting the phése jFor the 6 GHMm sliding
rate, the term irg? in equation (125) is predominant for a distances in the Mngeaiso
that the phase standard deviation operates to grow line@rhyen the sliding rate is fur-
ther increased to 12 GH¥m, the term inZ becomes predominant for the same range
of distances, so that the phase jitter is considerably asae by the sliding filters. The
100 GHz system requires a higher sliding rate to suppressthative background expo-
nential growth.

Figure 48 is a plot of the phase jitter as a function of distaimcthis system, with a
sliding rate of 9 GHAMm (w} = 0.032,A = -0.10). This sliding rate allows sficient
suppression of the radiative background noise over 10 Mms @tnfirms the fact that

narrower filters can be used to further suppress phase jitter
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79



3.4 Experimental investigation on phase jitter

3.4.1 impact of ASE noise and nonlinearities on a WDM DPSK-hsed transmission
The theoretical evaluation of phase jitter represents groitant step toward a complete
analysis of system performances. In this context, we djstshed diferent phenomena
contributing to the total phase jitter. Among them, chramdispersion creates a coupling
between phase and frequency, which is underlined by thewoly experimental setup.
The cumulative ffects of ASE and dispersion deteriorate the transmissicionpeances
of a 10 Gbits WDM transmission line using a phase modulation. The folhgunea-
surements were done on a straight line (Figure 49) duringn&mriship in the Lightwave

Communication Division (Mitsubishi).

Pre DCF

cw

Laser ' —

diodes

PRBS23 —| Precoding
12.4 Gbit/s

Post DCF

MzDI

Figure 49. Experimental setup in CSRZ DPSK configuration.

The 11 CW laser-diodes were arranged from 1542.94 to 1550m®%ith a channel
spacing of 100 GHz. The even and the odd channels were nexiiglseparately, mod-

ulated independently, and combined with orthogonal prédion by a polarization beam
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combiner to reduce linear and nonlinear crosstalk [104]e DIPSK signals were gener-
ated with phase modulators driven by adl®lys precoded data stream (PRBS23). The
Mach-Zehnder modulators driven by @285Hz clock with amplitude ¥, performed the
pulse carving for CSRZ-DPSK modulation. In the case of NRZ-DR8&y were replaced
by optical attenuators. The polarization scrambler (PSCR) mw&entionally inserted to
mitigate the BER fluctuations resulting from the polarizatatiependent loggain and po-
larization mode dispersion in the loop. An additional seuwt ASE noise was inserted to
adjust OSNR at the transmitter.

The parameters of the transmission line are given in TableAti2r the 728 km prop-
agation, the signal was filtered usind Ihm bandwidth filters, decoded by a fiber based
1-bit delay interferometer, and detected by the balancestte.

Figure 50 shows the Q-factor variations evaluated after BEERsurements as a func-
tion of the OSNR at the transmitter. For both modulation fatsnwe changed the number
of channels to control the output power. Average powers.bfaid 95 dBm per chan-
nel were respectively obtained with 11 and 5 channels. Bifitst experiment, the optimal
pre-compensation was chosen for both formaftQ pgnm) and the received OSNRs were
set to 154 dB for NRZ DPSK and 13 dB for RZ DPSK, respectively. In any case, the
transmission is corrupted by the increasing level of ASE@oiFor 61 dBnych, there is
no obvious diference between NRZ-DPSK and CSRZ-DPSK. Nevertheless, theaser
to 9.5 dBnych leads to a significant drop in the Q values. This is consistéh our previ-
ous simulation results. Since the level of SPM is increasedlinear phase jitter becomes

dominant.
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Table 12. Transmission line parameters.

FWHM Pulsewidth (ps) 54 ps
Number of WDM channels 11 (5)
Power per channel (dBfch) 6.1 (9.5)
Bit rate (Gbits) 12.4
Channel spacing (GHz) 100
Transmission line (Fibre UltraWalzeOcean Fiber IDFSLA)
Fiber 1 and 3 (SLA)
Dispersion (pgm.km) 20
Length (km) 29
Attenuation (dBkm) 0.2
Effective area/m?) 106
Fiber 2 (IDF)
Dispersion (ps1m.km) -44.5
Length (km) 28
Attenuation (dBkm) 0.23
Effective areaym?) 29
Amplifier
Gain (dB) 20
Output power (dBm) 16.5
Noise figure (dB) 4
Fibre (SLA)
Dispersion (ps1m.km) 20
Length (km) 32
Attenuation (dBkm) 0.2
Effective areaym?) 106
Amplifier
Gain (dB) 8
Output power (dBm) 16.5
Noise figure (dB) 4
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Figure 50. Q factor as a function of the OSNR at the transmitte for NRZ DPSK and CSRZ DPSK.
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Another factor acting on the phase jitter evolution is thenaction chirp—chromatic
dispersion. Itis represented by the teBp, in equation (69). The combined impairments
resulting from SPM and the distortions arising from resldlispersion, also known as the
SPM-GVD dfect (Self Phase Modulation-Group Velocity Dispersiogffect the temporal
form of the optical signal. In a second experiment, we umdled this phenomenon by
varying the amount of pre-compensation. The post-compiensealue was set to fully
compensate for the accumulated dispersion. The resugar@b1) show the influence of
Gordon-Mollenauer and SPM-GVDifects on the overall transmission performance. In
the case of NRZ DPSK, Q-factor degradation is very fast as asdhe pre-compensation
is no longer optimal. The tolerance is even less strong wheraverage power per chan-
nel is increased. NRZ DPSK is therefore very sensitive tadisins resulting from pre-
compensation regardless of the OSNR level. In the same toomsli CSRZ DPSK shows
a better tolerance on a greater scale of pre-compensatioasvaAll these conclusions
can be seen on theftirent eye diagrams of Figure 52. Each diagram was captutee at
fixed OSNR of 28 dB. The timing distortions are due to the SPMBGWhereas the power

fluctuations are due to the Gordon-Mollenaugeet.
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Figure 52. NRZ and CSRZ DPSK eye diagrams when pre-compensah value is varying for a given
average power per channel §.1 and 9.5 dBm). The upper traces correspond to an eye taken before

demodulation whereas the bottom traces are taken after theddlanced detection.
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3.4.2 Experimental measurement of optical phase jitter in RZDPSK systems
Theoretical [87, 105] as well as experimental [11] studiagehinvestigated the probabil-
ity density of nonlinear phase noise and its impact on theatkgion of phase-modulated
systems. Although it is now known that the Gaussian noisenagson fails in predicting
balanced receiver performance, its use is still reasorediyrate for single-ended detec-

tion [106]. Based on this assumption, @eiential phase Q factor has been defined [107]

Qup= ——— (128)

OAp0 T Tapn
whereo 40 andoy, . represent the standard deviations of thedential phase on the 0 and
n rails, respectively. The ffierential phase is the phasdtfdrence between two sampling
points separated by one bit period mapped to the rarige 3—2” In Figure 53, the center
of the bit slot is located at 50 ps (or 150 ps) and the divergeari¢he diterential phase at

100 ps is due to the fact that the intensity of the light sigaalearly zero.

Differential phase (1)

) 50 100 150 200
Time (ps)

Figure 53. Differential phase eye diagram.

The phase Q factor was later adapted [108] to predict the BER macurately. This
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method essentially addresses the impossibility of errontng in simulations and pro-
poses a useful BER estimate by evaluating the statisticalfitions of the received sig-
nal. If the key parameters, i.e. the standard deviationb@fiferential phase on 0 and
n rails, are easily evaluated in simulations, their expenitakevaluation is far from being
straightforward. [109] is the only experimental investiga that proposes an evaluation of
the soliton phase stability through its standard deviatr@asurement. Nevertheless, the
proposed scheme is too specific to the modulation format aeddcannot be adapted to
evaluate the performances of standard DPSK-based comatioms.

In this paragraph, we propose and investigate a novel erpatal method which pro-
vides an estimate of the optical phase variance of RZ-DPSkesys The means and
variances of the power detected before and after DPSK deatomtuare the only physical
parameters needed to determine the optical phase varidineg can be easily measured

with the histogram function of a fast oscilloscope.

3.4.2.1 Principle

The basic principle of the phase jitter measurement is &sisl

MZDI Eou(t)

Ei n (t)

Figure 54. DPSK demodulator.

After propagation in the transmission line, the electritdfean be written as
Ein(t) = (a(t) + n(t)). e©@Oe0) (129)

wherea(t).e?® is the pulse waveform with peak powBg and corrupted by independent

amplitude noisen(t) and phase nois&.
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In our model,n(t) is considered a zero-mean Gaussian random variable witénea
o?. The phase noisép(t) results from the direct contribution of ASE accumulated-du
ing the propagation and the nonlinear phase noise medigtételself-phase modulation
(SPM) dfect. Our model assumes that the successive phase &h(iffsandss(t — T) are
independent Gaussian zero-mean random variables Wimmmsivg.

In generalg(t) andn(t) are correlated, however for simplicity, we will assumeythee
independent. This simplified model is justifiagposterioriby our simulation results. The
data bits encoded on theflidirential phas@ag¢(t) = ¢(t) — #(t — T) are retrieved by using a
Mach-Zehnder delay interferometer (MZDI). The MZDI showrFigure 54 performs the
interference between two successive bits so that the iel@dield at one of the two output
ports is

1
Eou(t) = > (En(t) + En(t-T)) . (130)
The expected value of the detected power is
2 1 2 1 2 2 1
EllEau()] = Sok+7 (a)? +a(t - T)?)+ 5 a(t) a(t-T).E [cos(Ad(t) + As¢(D)] . (131)
where E[.] stands for the expectation value. When the interferencenstcuctive, i.e.

A¢(t) = 0, the mean and variance of the detected power at peak ityt@nsigiven by

EIERORIAN) =0 = Sl +Pol+ e (132

out

1 1
Tal60h + 1275 Po + 2PF] + £(PF + o + 20 Po). e

1
-2 P26 %% 4+ g2 Py. €%, (133)

2
T |Emax)2iag(t)=0

Likewise before demodulation:

E[IEM4] Po+ 0% =m, (134)

O-IZE{,?“IZ = 4Py} + 208 = V. (135)
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Solving this system of equations yields:

Po = 4 —\—2’, (136)
m-— /me

o = -5 (137)
Finally, one obtains
O ropingtyoo = (0 + 277 e + g(mVv) €% + h(mv) e, (138)
where
f(mv) = %(v + NP) (139)
omy) = —3 (21 -v) (140)

hmyv) = mJ(mZ—\—Z/)—mz+\—2/. (141)

Equation (138) relates the variance of the power measurdtegteak of a constructive
interference ‘('|2E3L%X(t)\2| N ¢(t):0) to the mearm and variances of the peak power before de-
modulation, and the phase variarnc% The estimation only relies on a measurement of
these physical parameters through the histogram funcfi@m @scilloscope and the nu-

merical resolution of (138).

3.4.2.2 Experimental results

The experimental setup used to investigate the proposesepitir estimation method is
shown in Figure 55. The output of a 1550 nm CW laser source fagitease modulator
driven at 10 Gfs by a pseudo random bit stream (PRBS-21). The Mach-Zehnder
modulator driven by a 10 GHz clock with an amplitudgperforms the pulse carving for
RZ-DPSK modulation.

In order to observe nonlineaffects, we intentionally add ASE noise to the RZ-DPSK

signal at the transmitter. The noise generation schemestsis a variable attenuator fol-

lowed by an optical amplifier and an optical bandpass filtars @llows for the adjustment
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Synchronization

BER ey H Clock
J U 10 GHz
Vn/2 @
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1550 nm e

ps/(nm.km)
MZDI

‘Ef_] Oscilloscope

Error Detector

Figure 55. Experimental setup.

of the OSNR before transmission. The transmission lineistsxsf a 100 km span of SMF
preceded by a 1 km span of highly nonlinear fiber (HNLF) withaalmear coéicient
y = 10W-tknt?! to enhance the SPMfect.

Dispersion is compensated by a dispersion compensating (fildéF) module with
1820 ps/(nm). The signal is preamplified before being demodulated. Qupub port of
the MZDI is connected to the oscilloscope to perform thedgsim measurements while
the other one is used for BER measurement. In order to enhhad@drdon-Mollenauer
effect, high input powers were used. The input powers into theHahd DCF were 16.5
and 2.45 dBm respectively. The optical bandwidth of the tmstbpe for the histogram
measurement was 50 GHz.

Figure 56 shows the eye diagrams observed before and aftexdigation for various
noise loader attenuations. The process used to estimaghése jitter is represented in
the case of a 28 dB attenuation. As indicated, all the hisibgrare measured in a P&
timing window at the peak power of the eye diagram before ditest demodulation. The
received peak power prior demodulation is appropriatagratated to the value of 8 mW

so that the detection noise remains negligible compareldet@iplitude and phase noise
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we want to characterize.

Before demodulation After demodulation

28 dB

31dB

33dB

Figure 56. Eye diagrams observed before and after demoduletn for various attenuations.

The histogram measurements provide the numerical valug¢sdghysical parameters
(m,v) and ‘T|2Eg:ﬁ*(t)|2| AB()=0" respectively before and after demodulation. The estonadic-
curacy forag therefore relies on the model presented in section |. Thedkeice, i.e. the
MZDI, was so far considered as perfect, however in practlee non negligible insertion
loss (X| oss =~ 3.14 dB) introduces a deterministic multiplicative factor inetrelation be-

tween the inpybutput optical fields. Equation (138) is modified to take thesks into
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account and solved numerically

XLoss 2

—4g2 —20°2 —0?
1075 0-|Ematx(t)|2|A¢(t)=O = f(mV) + 2nfe o 4+ gmyv)e % + h(mv)e "¢. (142)

Figure 57 shows the experimental phase variance as a farwftithe noise loader atten-
uation. These measurements are compared with numericalagions where the phase
variances are directly computed from the optical phaseutienl of a PRBS 2—- 1 se-
quence propagating in the setup described in Figure 55. Stimated varianc&? is
computed using the best unbiased estimator with 1480 samiphe standard error is then
given byos. = S?+/2/(N - 1), whereN is the number of samples used to estimate the

variance [110].

05 Attenuation (dB)
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Attenuation (dB)

Figure 57. Phase variance as a function of the noise loadertehuation.

Figure 57 shows a satisfactory agreement between expesahagr simulations results.
When the attenuation ranges from 14 to 20 dB, the standardtabeviaeasurements do not
change significantly. In fact, as shown in the inset of Fichifevhere the measured BER
is plotted as a function of both attenuation and Q ph&gsngse= 7/207,), the measured
BER in this range is inferior to 18. The amount of phase noise is then gradually increased

and measured for BER ranging fron42 108 to 1.13 103,
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In this chapter, we essentially focused on one of the mairdirons of phase-modulated
systems: the optical phase jitter. Theoretical as well aermental results show how the
phase noiseftects the performances of any transmission. On that occas®moticed
that modulation formats do not have the same tolerance todfobmatic dispersion and

nonlinearities. That is why we propose and further chareadean original format based

on duobinary phase modulation.
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CHAPTER 4
DUOBINARY DPSK MODULATION

The design of new optical communication systems integrhiesatest technical innova-
tions. Although the slightest available margin is used tpriowe the quality of the transmis-
sion, one can note that the performances are reaching andéyta. Regarding the maturity
of the RF communications, it seems that optical communinatere at an early stage of
development which can benefit from the ideas and know-howraatated in RF. How not
to be stuck by the complexity and thé&ieiency of the codes (40 §Hz) when commer-
cially available optical systems only use intensity motafain its simplest forms? That
is why researchers have intensely worked on modulationdtsrable to be future updates
for optical communication systems. This last chapter wallgut in this context since we
present the first implementation of a partial response alptiontinuous phase-modulated
(CPM) system based on a duobinary phase response. The fgiotipe resulting format

called duobinary-DPSK will be investigated both theor@ticand experimentally.

4.1 Duobinary signal

The purpose of this first paragraph is to present duobingnass in a digital communica-

tion context to better understand the benefits of their use.

4.1.1 Origin
4.1.1.1 Symbols interference

A general model for baseband communication systems issepted on Figure 58.
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Noise

ot ot Z(J) f(t Sampling
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r(t) y(t)

Figure 58. General scheme of a digital communication systemg(t), f(t), and c(t) are the impulse

responses of the modulatiofdemodulation filters and the channel.

The digital data sequence is modulated before its propagatithe channel, demod-
ulated and finally detected. After sampling, the sequensealigect to a threshold which
produces a result that has to be as close as the original sigtasaible. During the prop-
agation, the signal experiences deterministic distostiam well as stochastic ones (noise
generated by amplifiers and other electrical componentsindJthe classical theory of
digital communications [111], modulation and transmissibannel are modeled by filters
with impulse responsegt) andc(t). Noisez(t) is the realization of a random process on
which we have to make some assumptions. It will be considasestationary additive
white Gaussian noise (AWGN) with power spectral densfly At the channel output, we
have

rt) = i dy h(t — KT) + z(t) with h(t) = g * c(t), (143)
k=0

wherex is the convolution operator. The receiver is composed byreodelation filter with
impulse responsé(t) to be determined, a sampler with periddand a decision threshold
device which gives the valug of the transmitted bit at timkT. The demodulated signal

is given by
y(©) = Y dihs fE—KT) + 2 F(1) = Y dhex(t = KT) + (1) . (144)
k=0 k=0

So at timekT, we can write

+0o0 1
Yie = Y(KT) = D dh X + vk = Xo(dk i > d Xk—n) + Vi (145)
n=0

n>0, n#k
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Normalizing the former expression, we obtain the followfogm which leads to a major
problem for the decision device

Vo=t >0 (OhXn) + i (146)

n>0, n#k
If the second term of the sum called intersymbol interfeee(ifl) is large — and this is
independent of the noise level which is another impairmenit-dramatically disturbs the
decision to retrievel,. The Nyquist criterion gives a condition oit) or its spectrun¥X(f)

to cancel this interference:

Time criterion

1 ifk=0
ISI=0& Z On Xen = 0 & X(KT) = (147)
n>0, n=k 0 ifk+0
Frequency criterion
+00 m
IS1=0 x(f —):T 148

If the channel has a bandwidil, 3 cases can be distinguished:

o % > 2W: as Z ( ?) is the periodic spectrum of(f) without overlapping,

The Nyquist crlterlon cannot be verified and there is no wagvtmd ISI.

+00

5 x(1+7)

M=—0o0

VARVARVAR

Frequency f

L

—i=

Figure 59. Representation of B(f) in the case wheré > 2W.
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* = < 2W: the periodic spectra overlap and solutions verifying thygst criterion

exist such as

T sio<|fl< X
X(f) =14 SHl+cos|Z (IfI-FE)|} siz<Ifi<3Z (149)
0 si|f| > £

2T

Frequency f

Figure 60. Representation of B(f) in the case wheré < 2W.

= 2W: in this case, there is only one filter verifying the criterjdhe one corre-

sponding to $inc($) pulse.

=l

All this means that the greatest possible value%‘do have a transmission without ISI is
2W. The natural tradegbthat comes in mind for high bit rate transmissions is to aliow

controlled amount of ISI. In the time domain, the Nyquistenion is

1 ifk=0
X(KT) = (150)
0 ifk#0
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Controlling ISI is done by allowing another non zero value XkT). We then obtain a
class of filters easy to design: duobinary filters. The mostus optical communication

systems is

1 ifk=0;1
x(KT) = (151)
0 else

The periodic spectrum is not verifyirig(f) = Z X(f + ?) = T anymore but

mM=—oco

+00

B(f)= X(f+m):T. (1+e727T) (152)

-
M=—00
Solving this equation at the Nyquist frequency leads to

W 2W
X(f) = (153)

ie‘j%v cos(ﬂ) if [f] <W

0 else.

Taking the inverse Fourier transform, we get the shape ottheesponding duobinary
pulse (Figure 61)
X(t) = sinc(27W1) + sinc(Zﬂ(Wt— %)) (154)
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cos il
W 2W

Figure 61. Duobinary pulse [1,1] and its spectrum.

If we now suppose that two symbols "1’ are emitted at time 0 &ndBecause of the
controlled ISI, we will get the superposition of the pulséth@ receiver and the resulting

main lobe will have an amplitude of 2’ (Figure 62).

Figure 62. Pulses generated at time 0 and T with the resultingulse s(t) at the receiver.

At the modulator input, we hawg = d¢+dx_1+vk. Without noised, can be retrieved by
subtraction at the receiver. To avoid error propagatiomffar@ntial precoding is performed

at the transmitter. The precoded sequepgcis obtained according to

P« = A & pr_1 With pg =0, (155)
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whered is the XOR operation. The transmitted sequetpdg derived frompy.

Datady 1/0{1|1/0/1|0]0|1/0|1
Precoding sequenqg& =dk®pk2 | 0|11 02|20 0|0 (1|1|0
Transmitted daté, -1(1(1(-1|1|1|-1}-1/-1|1|1]|-1
Reveived sequends, = ty + tx_1 0/2|0|0|2]0]|-2|-2|0]2|0

The received sequend is called duobinary since its 3 levels possible amplitug2s0
or 2 only code for 2 original levels in the data sequence. di&isy to see how each level 2
or —2 is mapped to an initial data 0 and each 0 is mapped to anlibitrom the received

signal at the input of the demodulator, we have

1
de= 5B L. (156)

One can intuitivelly understand the benefits of such a sighmthe case of a (0,1,0)
sequence, the (-2,0,2) sequence produced by duobinanygcizdjlobally less abrupt from
the filtering point of view. In the Fourier domain, this wilivg a spectrum with a reduced
occupation which is particularly interesting for WDM sys&nThis is what is studied in

the next paragraph.

4.1.1.2 Duobinary spectrum
The goal of this paragraph is to characterize the advantdeabinary modulation in the

frequency domain. Let
Xauolt) = > dch(t - kT) (157)
k
be a duobinary signal generated by the filtering of the bidatg sequencel(), with mean
ux and autocorrelation function
1
Ra(m) = 5 ELd; o] (158)

To estimate the performance of the modulation, we compueteplectrum of the modulated
signal

X(t) = Re[Xqu(t) . €27 (159)
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where fo(t) is the carrier frequency. For a wide sense stationary (WB8ak we have to
compute the autocorrelation functiéy,,, of Xquo to express its spectruy, (f) by Fourier

transform, then deduce the power spectral der&ify) of the modulated signal using

R(7) = %Re[Rxduo(r).eﬂ”fOT] (160)
H o=t F o fo) + f—f 6
Sx(f) = stduo( - 0)+stduo(— - fo) . (161)

Developed in [111], the calculus shows thatdf)( is WSS xguo(t) is not becausB,(t, )
is not function of { — s). We can understand it: from a physical point of view, we ipart
larize each instamT for which a new symbol is generated. So this cannot guardhéte
Ru.,0(t, S) is independent of the time origin, a necessary conditiomide sense stationar-
ity. However if all the realizations taken into account ie ttatistical moment evaluation
are synchronized (symbol emitted evdsl), we can note thaty,(t) is random and has

periodic mean and autocorrelation functions
RS = Ry, (t+T,s+T)

EXauo()] = E[Xauo(t + T)] (162)
Xduo(t) is cyclostationary or periodic WSS. Its power spectral dgns computed from its

autocorrelation functioR,, (t,t + 7) averaged on one period T
R 1 T/2 1 +oo +00
Ruuo(T) = = f Rt t+7)dt = = Z () f h*(t) h(t + 7) dt, (163)
T -T/2 T Moo —c0
The Fourier transform of (163) gives the average power splaitnsity ofxg,o(t):
A 1
Sxolf) = IH(F)? Sq,(f) (164)

whereSq (f) is the power spectral density of the binary data sequenhbes I&st relation
shows how the spectral characteristics of the duobinaryasigepend on the puldeand

the data correlation. For a duobinary filter with impulsese

h(t) = sinc(2rW1) + sinc(2r(Wt— :—ZL)) (165)
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or
1 iof 7Tf
— —_elw AR .
H(f) We w COS(ZW) rect_w.w (166)
in the frequency domain, we have
Syo(f) = 4To? coS(nfT), |f] < % (167)

with the assumption of a zero mean white Gaussian noise wébtsal densityr? for the

data sequence. Under the same conditions, NRZ and RZ modu¢atie
. 1
SnrAf) = 2 AT siné(xfT) , |f] < >t (168)

Sr(f) = @? 02 A?T sin(an fT), |f| < % . (169)

The diferent power spectral densities are represented on Figu2ugdinary modulation
have a spectrum compressed by a factor 2 compared to NRZ ntiodwehich makes
it a good candidate for WDM optical communications. In paiae, it shows a better

dispersion tolerance. Many experiments report signifisaptovements in dense and long

WDM transmissions [112-115].

0.5

Power spectral density (UA)

0

—|=
=i

Frequency

Figure 63. Power spectral densities of NRZ (bold), RZ (shadkline) and duobinary (solid line) modu-

lations.
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4.1.2 Simulations of duobinary filters

In practice, several techniques are available to genenateatrical duobinary signal. If the
same precoding step is common to all schemdgerdint filters can be chosen to approach
the cosine shape of the ideal duobinary filter. As it does hotvssharp transitions, its
fabrication is simple. Figure 64 presents the two methogsdduce an electrical duobinary
signal, which only dier in the production of the 3 logical levels (0,1,2) since sg¢sia
coder followed by a lowpass filter with cufdrequencyB/2 (Delay and Add Filter for the

delaysummation and the filter) whereas b) only uses a tighter.filter

a) XOR

o0 DT
<) [=] (0,1,2)

Precoding Delay & Add  Filtering (B/2)

b) XOR
0,1) ’I:’D [%] (0,1,2)
Precoding Filtering (B/4)

Figure 64. Techniques used to generate an electrical duokany signal: a) Delay and Add Filter method,

b) Filtering method.

The simulation results presented on Figure 65 show the mfli®f the filter on the
signal waveform generated from the precoded data sequeéveeote that, if at sampling
instants the logical level are exactly the same, their dianig are slightly diferent. The
Bessel filter used in the lab produces larger variations inigude than the ideal filter. This
is particularly visible for the (1,1) sequence in tHRit slot. In practice, we will optimize

the diferent parameters to maximize the eye diagram opening.
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Figure 65. Ideal filter (bold), Butterworth filter (solid lin e), "Delay and add+ filter” (dotted bold line),

experimental Bessel filter (dotted line).
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Figure 66. Amplitude Bode diagram of various duobinary filters. Ideal filter (bold), Butterworth filter

(solid line), "Delay and add + filter” (dotted bold line), Experimental Bessel filter (dotted line).
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4.2 Implementation of the Duobinary DPSK modulation

In this section, we propose a modulation format called duatyi DPSK. Its first experi-

mental implementation is done at 2 Slbefore being performed at 10 Sb

4.2.1 Principle
In an intensity modulation context, duobinary modulatioasvshown to be an attractive
candidate. Because of its bandwidth compression (Figurgt&3)ows a better dispersion

tolerance than its RZ and NRZ counterparts [112]. This adgent¢auld be exploited

o for metropolitan networks with SMF links longer than 40 kmtlvaut dispersion

compensation,

e for long-haul WDM transmissions in which the residual dispem accumulated by

the channel diering from the dispersion slope is not controlled anymore.

At the same time, as modulation formats that possess a hagleetral diciency are in-
tensively studied [49, 116], attention focused on phasdutated formats as promising
updates for future optical communication systems [47, 48].1Already developed in the
80’s to improve the performances in terms of signal to nosdm rat the receiver, coher-
ent systems — which use the optical phase to convey infoomatt have been discarded

by the arrival of optical amplifiers. The pre-amplificatioarfprmed by an EDFA before
the photodetector allowed afSgient SNR increase. Nevertheless, phase modulation pos-
sesses several advantages over intensity modulation in a \843m: better tolerance to
channel nonlinearities and cascaded filtering, and a 3 dBehigensitivity with balanced
detection. However, onfbsignalling has always been used in phase-modulated systems
resulting in abrupt switchings in the time domain that ttatesinto large spectral side
lobes outside of the main spectral band. In the radio-fregquelomain, continuous phase-
modulated (CPM) systems were shown to overcome these liom&f118]. we present the
first implementation of a partial response optical CPM sydtased on a duobinary phase

response.
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Table 13 shows a practical example of duobinary DPSK momator DPSK-based
modulation, the data streasjyj[K] at rate R has to be flerentially encoded. This logical

XOR operation results in the first precoded sequence

Pu[K] = Suate[K] © pu[k —1]. (170)

The generation of the duobinary signal requires an additiprecoding step, which is

identical to the first one, yielding the output sequence

P2[K] = pu[K] @ po[k —1]. (171)

This signal is passed through a 5th order Bessel lowpassiltara 0.28 R cuté fre-
guency. Binary precoded dafg[k] are thereby transformed into a 3 level duobinary sig-

nal [112]
SuudK] = P2[K] + po[k —1]. (172)

The operation that convertsg[K] into sy,o[K] has the following one-to-one mapping prop-
erty: a logical "1’ in py[K] results in a '1’ insyy[K], while a '0” in p[K] results in a '0’ or
'2"In syu K] depending on the memory introduced by the duobinary fiiggri

When the phase modulator is driven by 4, 2aamplitude duobinary signal, the optical
phase has continuous variations betweendhd Zr. As in intensity duobinary modulation,
logical levels are well defined only at the center of the lmtsland large oscillations occur
between two successive sampling times. Allowing thesdlasons is at the origin of the

reduced spectral width.
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Table 13. Practical example of duobinary DPSK modulation

Data: Syatd K] X|x|1l|1/1/0|11

Differential precoding

DPSK P1[K] = State[K] & pa[k — 1]

P[K] x| 0|1|l0[1(1/0]1
Duobinary P2[K] = p1[K] & po[k — 1]

pa[K] o/of1(1]|0[1/1]0

Modulating duobinary signal

Sl K] = P2[K] + po[k — 1]

SuuolK] ojo1j2|1(1|21
MZDI
Constructive port
s Ikl o/1]ojo|0|1|0]|0
Destructive port
s K] 1/0ff1{1/1]|01]1

Because photo-detection is phase insensitive, a phasgetasity conversion is needed
at the receiver. The optical signal is therefore demoddl&e a Mach-Zehnder delay
interferometer (MZDI) that performs the interference betw two successive bits. It is
clear that after removing the first two bits of MZDI sequendas to the two precodings,

we recoversyai[K] (resp. syata K]) at the MZDI constructive (resp. destructive) port.

4.2.2 Experimental characterization of the duobinary filter
The duobinary filters used in the laboratory experiment&Amerder lowpass Bessel filters
(Picosecond Pulse Labs) with a 3 dB diitoequency of 542 MHz (resp..@9 GHz) for a

2 Glys (10 GBs) bit rate. Their spectral specifications are measured l@pveonk analyser
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and presented in Figure 67.
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Figure 67. Bode diagram of duobinary filters at 2 Glys and 10 Gls.

4.2.2.1 Experimental setup: 2 Gleasibility with a fiber-based demodulator
The principle of the duobinary DPSK modulation explained,wow report its first exper-
imental implementation at the bit rate imposed by the bivrerate tester (BERT) (Anritsu
MP1632): 2 Gis. We will compare it to its NRZ DPSK counterpart to check trends
for the optical spectra obtained by simulations. The expenital setup is depicted in Fig-
ure 68. A distributed feedback laser feeds a 10 Slghase modulator witk, = 5.8V.
This modulator is driven either directly with a 2 GBippseudo random bit sequence with
amplitudeV, for DPSK or with the corresponding duobinary signal with ditage 2V, for
duobinary DPSK.

The fiber-based demodulator is made from two couplers put ils@herm box (Fig-

ure 69). In this experiment, the optical phase is contrdigthe following parameters

e asinthe commercially available 10 GiDPSK demodulator, we stabilize and control
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MZDI Oscilloscope
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Figure 68. Experimental setup used to generate NRZ DPSK andubbinary DPSK modulation.
the temperature of one arm of the MZDI by a Pelletier,

e as soon as the temperature is controlled, we adjust the araythl of the laser source

(Tunicst).

As soon as the interference condition is verified, the sy$estable enough to allow some
significant measurements. The drift is faster for duobifdsK (around 90 mn) than for

NRZ DPSK (more than 2 hours).

Figure 69. Fiber-based DPSK demodulator.
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Binary precoded data: p(t)

0 1 2 3 4 5 6 7

Duobinary signal: sduo(t)

e oz
0 1 2 3 ' 5 6 7
. c
MZDI: - Constructive port: s d_(t)
| | " ""“
‘ AN ‘,‘ | ‘\. \ X
0 1 2 3 4 5 6 7
. d
- Destructive port: s d_(t)
N T ‘
NS \ \ * ’
Il Il ‘\ Il 'I' \‘\\ l/
0 1 2 3 4 5 6

Figure 70. Experimental signals corresponding to the dataeqquence of Tab.1: simulations (dashed),

experimental results (solid line), simulated experimentkfilter (dashed bold).

Figure 70 shows the electrical and optical signals fiecent points in the system ob-
tained by the data sequence of Table 13. The simulationsédasnd dashed bold lines)
are respectively obtained by use of an ideal duobinary fili&p) = coswT/2)) and the
experimental Bessel filter. They produce a slightlffetient signal compared to the exper-
imental Bessel filter (solid line). Combined with demodulatoperfections, this explains
the mismatch in the waveforms although logical values atekgt sampling times. As
in a standard DPSK system, balanced detection can be usdaaio @ 3 dB increase in

sensitivity.
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Figure 71 shows the simulated and measured eye diagranesaitiput of the construc-
tive port. The large oscillations between sampling timethenduobinary case are clearly
observed. The DPSK eye diagram also shows sharp rises lretwesuccessive bit slots.
This is easily explained by the use of a finite-bandwidth piraedulator that does not pro-
duce perfectr phase jumps, as opposed to the intensity modulator tecanigually used
to generate the optical DPSK signals [117]. The asymmetiheénobserved space level
is therefore due to imperfections in the experimental seipreover, the simulated eye

diagram does not exhibit such an asymmetry.

DPSK Duobinary DPSK

/N

\
’\

/ N \
. A\

Figure 71. Simulated and experimental eye diagram of NRZ DPIS and duobinary DPSK at the output

of the MZDI constructive port.
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4.2.3 Optical spectrum and sensitivity: measures and compgon with NRZ-DPSK
A scanning Fabry-&rot interferometer is used to measure the spectra of thmubsig-
nals. Experimental results are presented in Figure 72 wihect to the optical frequency

normalized to the transmission bit-rate.

Optical spectrum (dB)

Optical spectrum (dB)

Duobinary DPSK

3 2 1 R 2 3
Normalized frequency (bit rate)

::igure 72. Simulated and experimental optical spectrum of RZ DPSK and duobinary DPSK modu-
ation.

The simulated spectra are computed from a pseudo-randosedpitence (PRBS) of
length 2 — 1. The superiority of duobinary DPSK over DPSK modulatiortérms of
bandwidth requirements is clearly observed. Although tleénnobes are of comparable
width, the duobinary DPSK spectrum does not exhibit sidesotWe therefore anticipate
a better behavior against cascaded optical filtering usadMDM environment. The spec-

trum is reduced by a factor of two if we use the 20 dB full widtherion. If no filters are
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used, this reduction results in a better tolerance to gralpeity dispersion.

We then measured the sensitivity of the two formats. Forghipose, an optical atten-
uator was inserted between the emitter and the error detédc®6 GHz electrical lowpass
filter was used at the detection. A thermal noise sensiti@ggradation of 3 dB is ob-
served for duobinary DPSK. This is attributed to the eye opmepenalty due to oscillations
between sampling times and imperfections in the MZDI andihary filter mentioned ear-
lier. In the context of intensity modulation, this penaltgs\also observed for phase-shaped

binary transmission [119] when compared to NRZ and evaluatednd 3 dB.

+ Duobinary DPSK
B DPSK

-log(BER)

10 . . . . . . . .
-24 23 -22 -21 -20 -19 -18 -17 -16 -15

Optical power (dBm)

Figure 73. NRZ DPSK and duobinary DPSK back-to-back sensitiity.
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4.3 Duobinary DPSK: study of a10 Gb/s transmission

In the previous paragraph, we presented the practical mmgation of a continuous-
phase modulation format which shows a reduced spectruma@upo conventional NRZ
DPSK. In this section, we investigate the supposed prasedf duobinary DPSK in a

10 Glys transmission using a recirculating loop.

4.3.1 Optical spectrum

At 10 Glys, the optical spectrum is not measured with a scanning Hadmot interfer-
ometer anymore, but directly with an optical spectrum asedfAPEX AP2040A) with a
100 MHz resolution. NRZ DPSK is generated by the two methodsrileed in Figure 25.
If differences are noticed between the NRZ DPSK spectra, the camdulawn at 2 Gis

for duobinary DPSK are still valid: the side lobes are supped.

10 =
RZ-DPSK (PM)

20 -

-30

Optical spectrum (dB)

Duo-DPSK

4 3 2 10 1 2 3 4
Normalized frequency (bit rate)

Figure 74. Experimental optical sprectum of NRZ DPSK (PM: phase modulator, MZM: Mach-Zenhder
modulator) and duobinary DPSK modulations.
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4.3.2 Transmission tolerance: dispersigimon lineariries
4.3.2.1 Tolerance to chromatic dispersion

Preliminary results at 2 @b (Figure 72) show the reduced spectral occupation of duobi-
nary DPSK compared to NRZ DPSK. These results are synonym eftarktolerance

to group-velocity dispersion, which seems to be confirmedhagy10 Glss simulations
(Figure 75). Although DPSK initially demonstrates a higbge opening, the trend is re-
versed after 40 km propagation in standard single mode filithr dispersion parameter

D = 17pg(nm.km).

Figure 75. Dispersion tolerance (numerical simulations).

We measured the eye opening penalty using the experimeattgd of Figure 76. The
acquisition of a 10 Gis BERT, DPSK demodulator, and a balanced detector alloweal us t
operate in closer conditions to deployed lines in which trenimpairment is the chro-
matic dispersion. We can see on Table 2 that, at Z2Gbwe can demonstrate the modula-
tion/demodulation principles, we cannot observe the same digpeimpact on such short
distances (40 km) as at 10 b The signal distortions are successively observed after O

20, and 40 km propagation (Figure 77).
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Figure 76. Dispersion tolerance.

0 km 20 km 40 km

b)

Figure 77. Dispersion tolerance: a) NRZ-DPSK b) Duobinary [PSK.

Conclusions that can be drawn from this experiment are in ggoglement with numer-
ical simulations. The eye opening penalty defined by equ#4@) quantifies the dispersion
tolerance. Results (Figure 78) show the initial trend ineerso that, finally, duobinary
DPSK has a 2 dB higher opening than DPSK after 40 km propagation. Thiis gasig-
nificant since it can be used to increase the amplifier spdoing constant performance

level.
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Duobinary DPSK

Eye opening penalty (dB)

NRZ-DPSK

0 2l0 40
Distance (km)

Figure 78. Eye opening penalty (dB) as a function of propagain distance for NRZ-DPSK and duobi-
nary DPSK modulation.

4.3.2.2 Tolerance to nonlinearity
The idea is to introduce additional ASE noise to artificiathpair the OSNR at the trans-
mitter, then quantify the impact on the performances aftardmission. After several tries,

we chose the following experimental setup (Figure 79):

e The signal first propagates in 1 km of highly nonlinear fibeN () (y = 13W-1kn?,
Azp = 1550 nm) then in 20 km of DSF/(= 2W-knT?, A7p = 1553 nm).

e To get a fair comparison of all the generated formats, theagespower injected in
the line when the ASE source is shutdown is set tgl HBm. In these conditions,
the spectrum peak power is measured atQ¥ im resolution then normalized at
0.01 nm. The gain of the amplifiers are adjusted so that thisevamnains constant. If
no precaution is taken, the ASE injected with the signalkjyisaturates the optical
amplifiers and their gains are dramatically decreased. gmakis less amplified

and we don't get the same level of nonlinearity.
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Figure 79. Tolerance to nonlinearity.

The absolute criterion for performance measurement is tHe. Biwever, we encoun-
tered two experimental fliculties which forced us to use the Q factor measurement, Firs
our BERT was not able to synchronize the 10/$&bmitted and received sequences for
duobinary DPSK, even in back-to-back conditions. It wasreatly a surprise because at
2 Glys, the BER (Anritsu MP1632A) was only able to synchronize imoz mode (phase
and threshold). When the BER curves are plotted as a functibatbfphase and threshold
(Figure 80), we see how duobinary DPSK requires a carefahftin given the smaller

range of parameters that allow the reach of a low BER.

Duobinary DPSK

0.122 4

g ] S o.oas:

O 0.090 4 O 0.0424

) o

A ] < .

o 0058 S 0016

— - — -

S o0 = 0010

c O c ] — BER=10"

Ke] T K] 6

@ -0.006-] ‘@ -0.0364 -- BER=10_8

O (] J— =l

2 i 3 . BER=10

O -0.038 — 0O -0062 —
548 -490 432 374 -316 258 200 -142 -84 26 32 300 268 -236 204 -172 -140 -108 76 44 -12 20

Phase (ps) Phase (ps)

Figure 80. BER curves as a function of both phase and decisidhreshold (2 Glys).

The 10 Glss BERT had no manual mode. Moreover, we had problems with theted
detector. That is why we have chosen to perform a Q factor uneasent according to (48).

For each modulation format, means (o) and variancesdf;, o) are measured on the
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eye diagram with the histogram function of our oscillosc¢p&A8000) on a 20 ps time
window. The linear Q factor obtained when the OSNR is grdgutdgradated by the ASE
are plotted on Figure 81 for various modulation formats.

Under the classical IMDD (Intensity Modulated Direct Ddten) assumptions and a
Gaussian statistic for the noise, the relation between the &t the Q factor is

BERQ) = %erfc(%) oerfgx) = %r fx " e da (173)

This relation is therefore not strictly valid for DPSK sidgsdut gives an idea of the
BER reached. As a 1® BER is obtained for a linear Q factor of 6, the majority of the
measurements concerns very low BER. They are not in th& 1@° range. Even if this
setup does not reproduce realistic transmission condgitibgives the general trends more

than a full characterization.

30 1

Rz 7" CSRZ-DPSK

25

20 1 9
NRZ-DPSK

—

DUOW7
5
5 J

4 Duobinary DPSK

0 " . " " 1 3 L L L " " L
45 40 35 30 25 20 15 50 45 40 35 30 25 20 15

OSNR (dB/0.1 nm) OSNR (dB/0.1 nm)

Figure 81. Tolerance to nonlinearity.

For intensity modulated formats, the trends are in agreémvéh already published
results. RZ formats demonstrate a better tolerance than NRZavinary although their
level of SPM are a priori higher since for an equal averagegpativeir peak power is higher
than NRZ [120]. Nevertheless, the pulse train of the RZ sighaldependent of the data

sequence which makes it robust to SPM impairments relatpdlse pattern dependence.
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In the case of CSRZ, it has been shown [121, 122] that nonlityearmainly caused by
intra four-wave mixing (IFWM) [123]. As far as the modulatiphase is concerned, the

trend is similar although éierences in Q values are smaller except for duobinary DPSK.

4.3.2.3 Sensitivity

For various modulation format, we did the same measurenantise ones done in para-
graph 4.2.3. The main fierence, apart from the change in bit rate, is that only Q facto
are measured. The signal is not filtered after detectionrbdieing passed to the error

detector. The results on Figure 82 show thigedent thermal noise sensitivities. Using re-

- CSRZ

+ NRZ
+ RZ

RZ-DPSK
C) d ) NRZ-DPSK
CSRZ-DPSK 2 /
15 10 Duobi DPSK
NRZ-DPSK somnany

s

’ //{ DPSK
uobinary 5
10

RZ-DPSK CSRZ-DPSK

14 2 0 8 6 -4 2 0 2 4 44 2 10 -8 ) -4 2

Bn(dBm) P (dBm)

Figure 82. Sensitivity: a)-b) intensity modulation (NRZ, RZ, CSRZ, and duobinary), c)-d) phase mod-
ulation (NRZ-DPSK, RZ-DPSK, CSRZ-DPSK, and duobinary DPSK).

lation (173) with the same precautions leads to an estinfate @ER involved. In general,
one can see the greater sensitivity of RZ formats over their N®hterparts [124-126].
This advantage helps in decreasing the average poweradj@cthe fiber or in increasing

the transmission distance with the same BER at receiver [II2W$ diference seems less
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important for phase-modulated formats. As far as duobi¥$K is concerned, the ob-
served diference with NRZ DPSK is larger than at 2 SbBesides a higher eye closure —
which contributes in decreasing the Q factor — we have to&ayious in the conclusions
we draw and remember that they are subjected to the valitlityedBBER-Q relation which

is strictly not valid for phase modulations.

4.3.3 Recirculating loop

In this paragraph, we study the behavior of various modutaformats in general ...and
duobinary DPSK in particular. The experiment is very clasa teal transmission because
all the previously cited impairments will interplay togethon longer distances. We will

present the results after a description of the experimesetab.

4.3.3.1 Recirculating loop: principles

As we did not dispose of enough fiber spans to perform a stringhexperiment, we built
a recirculating loop [48, 106]. By controlling the light patlaring a certain time, we are
able to simulate the signal propagation over a distasiceL whereN is the number of

loops and. the loop length. The experimental setup (Figure 83) is éiohto 3 parts:

e data generatigmodulation. We have only investigated NRZ (the most used), RZ
(the first commercial competitor of NRZ), DPSK (the first phaszdulation format
used), and duobinary DPSK.

e The recirculating loop. We use a /50 coupler for its inpybutput, a 20 km SMF
span compensated by a 4 km DCF span, an in-line amplifier feliioly an optical
bandpass filter (25 nm). As data are continuously emitted, the loop is colettdby
two acousto-optic modulators (AO). The first one controésdhta emission whereas

the second one flushes the loop before the initializationredva cycle.

e Data demodulatigdetection. After each turn in the loop, the signal is dematual
and analyzed. After detection, the discrimination betweadetne turns is done by ap-

plying the appropriate gate to the oscilloscope triggefindey the observation time
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window. The function generator, synchronized with the A@nomand, pilots the
gated trigger of the oscilloscope (Infiniium 86100B), allogius to see the eye dia-
gram of a given turn. Figure 84 presents several screen regpdd the loop control
oscilloscope. The first two images are obtained when theafdhe in-line amplifier
does not exactly compensate the loop losses. The successiamgles with de-
creasing amplitudes (channel X) represent the detectedipaithe successive turns
between two emissions. The tuning of the observation gd#y dehannel Y) allows
the selection of a particular turn, respectively théahd 3" ones in Figure 84 a and
84 b. The latter also shows that the equivalence betweenraulkating loop and a
straight line is not strict. The gain fluctuations of the optiamplifier occur on a
time scale comparable to the time propagation in the loop.91ds). That is why
filling up the loop at its maximum is mandatory to avoid gaiwcithgtions. We get

Figure 84 c by optimizing the settings and compensatingfeidsses.

Tigoot Synchronization Trig.in
) Trig. out v
_/—\_/ BER Delay [ Function
generator [ 1 generator
PRBS 7 P ‘
Y Keopsys (25dBm) Emission | E f;-it,i? trigger
0 i - : Wy
& Modulation > [E—{A0F—— Demodulation — § 4| |
sm I Oscilloscope Trig. in
Tunics+ Infinilum 861008
1550 nm

o S

X
Detector i
ill
Tektronic 1GHz Osci oscope

Loop control

Keopsys (18dBm)

Figure 83. Recirculating loop.
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Figure 84. Recirculating loop control.

4.3.3.2 Practical implementation of the recirculating oo

We present the aspects of the recirculating loop experimiené in our lab. The pictures

i i
‘M 100us| Al Ch3 7 0.00

in Figures (85)—(87) correspond to the particular case of ®R3K modulation.

Figure 85. General view of the experimental setup.
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1 BERT Yokogawa (10 Gls)

2 RF amplifiers SHF (gain 18 dB, 26 GHz bandwidth) for the data &edctock of

the pulse carver

3 andg are respectively phase (for data) and intensity (pulseimgywnodulators

5 Frequency generator, its 10 GHz output imposes the BERT dlb@t external

clock in) and pilots the pulse carver

6 Tunnable laser source (Tunist = 1550 nm)

7 8 Booster Keopsys with its optical filter (Dicon 3 nm) to deceett®e level of ASE

noise injected in the loop

9 Power sources of the RF amplifiers and DC bias of the pulsercarve

Figure 86. Details of the experimental setup, the recirculéng loop.

e 10-11 Acousto-optic switches
e 12 Coupler 50-50 inpybuput of the loop

¢ 13-15 In-line optical amplifier with its optical bandpass filteD@ Uniphase 0.25

nm)

124



¢ 14 SMF span and its compensation module of DCF
e 16 Loop control detector, loop control oscilloscope
¢ 17 Drivers of the acousto-optic switches commanded by theydgdaeraton 8

¢ 19 Function generator in pulse mode (burst mode, synchromiaélde acousto-optics

command) piloting the gated trigger of the fast oscilloscop
e 21 Temperature controler of the DPSK demodulator, heaterHasg fine tuning

e 22 DPSK demodulator

Outpltiof therrecirculati
............ AL

Figure 87. DPSK demodulator.

4.3.3.3 Results

In this paragraph, we present the experimental results wereed for the considered mod-
ulation formats on the form of eye diagrams (Figure 88). Weawmable to perform a BER
measurement at any given distance because our BERT did netahlaurst mode trigger.
For each format, the average power at the booster outpuittis $635 dBm and £5 dBm
at the loop input. In all cases, we observe the charactedsiortions of the chromatic

dispersion. It is not exactly compensated in our loop whigbses residual dispersion to
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accumulate significantly after 240 km (10 turns). Disparsgtherefore the limitingféect
in our setup. The resulting pulse broadening is particyhadible for RZ pulses but also
affects the other formats. Although NRZ formats have reducectspeith comparison to
their RZ counterparts, the NRZ-8 1/1 — 0 transitions become less and less abrupt.
The eye diagrams have similar eye closure evolutions exoepiRZ DPSK at 480 km
and duobinary DPSK from 240 km. However, several obsematemmmon to all phase-
modulated formats can explain this fact. First, the tunihthe phase is sensitive enough
for the optimization being dicult to perform for long distances. Moreover, direct detect
is synonym of sensitivity loss since only one port of therfgemeter is used for detection.
Finally, NRZ DPSK and duobinary DPSK were the last 2 formatsed@enerated. At this
step and only at this step, we measured a 11 dB loss for theabfitier in the loop'. That
changed the power budget in the loop so that the excess gadeddy the compensation
of the extra loss modified the level of ASE noise in the loop.isTdifference helps in
explaining why it was impossible to get a clear eye diagraer &80 km (20 turns) for the

duobinary DPSK modulation although its dispersion toleeais higher than NRZ DPSK.

1For only 6 dB in the specifications sheets
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0 km 240 km 480 km

NRZ

NRZ-DPSK

Figure 88. Eye diagrams of the various modulation formats &er 0, 240, and 480 km propagation in

the recirculating loop.
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CHAPTER 5
CONCLUSION

In this work, we tried to better understand the implicatiomslerlying the use of op-
tical phase-modulated communication systems. New petigpsdn the field show the
significant renewed interest for phase modulation. Suégetd the hegemony of intensity
modulatiorioptical amplification, phase modulation has nonetheldska@alequired quali-
ties to operate under increasingly demanding conditidesekistance to various nonlinear
effects, to cascaded filtering and its higher spectfiadtiency make it a potential future
commercial standard.

That is why our research first focused on its main limitatiphase jitter, which was
evaluated with a new and moréieient technique. We proposed an approach to evaluate
the phase variance for arbitrary pulses in dispersion-gohéinks based on the moment
method. This calculation only required the knowledge ofudheerturbed optical signal,
therefore avoiding the time consuming computation of ayerguantities over a statisti-
cally significant number of noise sample functions. The mheit@stic part of the problem
is carried out numerically by use of the split-step Fourlgoathm. This approach is val-
idated by comparison with direct Monte Carlo simulations iDM soliton system and a
guasilinear channel, which both show excellent agreemehiaxcomputation time reduced
from hours to seconds on current desktop computers. As fedreasansmission line was
concerned, two refinements were successively considemmhtool the phase-to-intensity
noise conversion: in-line filtering and spectral inversion

A second approach got onto thext of sliding filters on the optical phase jitter of soli-
ton pulses in single-channel constant-dispersion links th& ASE noise that has exactly
the soliton center frequency is less attenuated than th®rsalself, it grows exponen-
tially with distance, creating a strong continuum wave thetieriorates the transmission.

An analytical expression for the phase standard deviatias derived in that case by use
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of the soliton perturbation theory before being validatgatbmparison with Monte Carlo
simulations. Finally, we investigated the cumulativieets of ASE and dispersion, which
deteriorate the transmission performances of a 10/&SWDM transmission line using a
DPSK modulation. The experimental results showed the infleef Gordon-Mollenauer
and SPM-GVD €&ects and established the tolerance of the DPSK and CSRZ DPSK-mod
lation format against them.

The physical insights brought by this theoretical work awd first experimental re-
sults were used in a practical setup which performed opgibake variance estimations.
Previous studies have investigated the probability deméihonlinear phase noise and its
impact on the degradation of phase-modulated systemaninations, a dterential phase
Q factor is used to predict the BER more accurately. This nieéssentially addresses the
impossibility of error counting in simulations and propsseuseful BER estimate by eval-
uating the statistical fluctuations of the received sigtidhe key parameters, i.e. the stan-
dard deviations of the fierential phase on 0 andrails, are easily evaluated in simulations,
their experimental evaluation is far from being straightfard. The experimental method
we proposed is a practical answer to this challenge and allewnple and costfiective
performance evaluation of standard DPSK-based commimmsat This novel method is
based on histogram measurements performed before andlaftedulation. The estima-
tion of the optical phase jitter relies on the assumption tina phase and amplitude noise
are Gaussian and independent. This simplification allowts uslate the phase variance to
easily measurable physical parameters and yields estingith good agreement with the
ones obtained by numerical simulations.

Recently, a strong interest has been shown fifedgntial quadrature phase-shift-keyed
(DQPSK) and multi-level modulation formats. These scheimage favorable spectral
width and exhibit high tolerances for chromatic and poktitm-mode dispersion at the
same bit rate as binary modulation. Our work, although, ci$ed on DPSK signals is

nevertheless not restricted to them because the physi@anesms driving the nonlinear
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phase noise impairment are the same.

Beyond this approach addressing an intrinsic problem rlat@any phase-modulated
scheme, we conducted a specific study on a particular typantipresponse, continu-
ous phase-modulated format: duobinary DPSK. Such a schasmanon in RF, was not
used in optical communications. After a simulation phasesehgoal was a first charac-
terization, we implemented a 2 @bcodefdecoder in a laboratory experiment. The first
experimental validation done, we further measured theop@idnce of duobinary DPSK
modulation at 10 Gfs. All the different experimental setups — chromatic dispersion, non-
linearity and transmission tolerance — were many occasmigempare its performances
with conventional formats. Their behaviors are limited bgny constraints whose com-
plexity, interdependence and degree of expression vatythé considered system. So we
can pretty much say that the general trends we observed mhyéehe relative range of

conclusions related to our particular recirculating lobp&ure.
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APRZ
ASE
AWG
BER
BERT
CF RZDPSK
CRZ
CSRZ
DCF
DFB
DFF
DGD
DM
DMF
DPSK
DSF
EDFA
ESNL
FEC
FFT
FWM
GEF
GVD
IMDD
IST
MZM
MZDI
NPSC
NRZ
OOK
OPC
OSNR

APPENDIX A
ACRONYMS

Alternate Phase Return to Zero
Amplified Spontaneous Emission
Arrayed Waveguide Grating

Bit Error Rate

Bit Error Rate Tester

Chirp Free RZDPSK

Chirped Return to Zero

Carrier Suppressed Return to Zero
Dispersion Compensating Fiber
Distributed FeedBack
Dispersion-Flattened Fiber
Differential Group Delay
Dispersion Management
Dispersion-Managed Fiber
Differential Phase Shift Keying
Dispersion Shifted Fiber
Erbium-Doped Fiber Amplifier
NonLinear Sclidinger Equation
Forward Error Correction

Fast Fourier Transform

Four-Wave Mixing

Gain Equalizing Filter
Group-Velocity Dispersion
Intensity Modulated Direct Detection
Inverse Scattering Theory
Mach-Zehnder Modulator
Mach-Zenhder Delay Interferometer
Nonlinear Phase Shift Compensation
Non Return to Zero

On-Off keying

Optical Phase Conjugation

Optical Signal to Noise Ratio
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PMD
PC
PRBS
PSBT
PSK
QPSK
RF
RS
RZ
SBS
SMF
SNR
SPM
SRS
VSB
DWM
WSS
XPM

Polarisation Mode Dispersion
Phase Conjugator

Pseudo Random Bit Sequence
Phase Shaped Binary Transmission
Phase Shift Keying

Quadrature Phase Shift Keying
Radio Frequency

Reed Solomon

Return to Zero

Stimulated Brillouin Scattering
Single Mode Fiber

Signal to Noise Ratio
Self-Phase Modulation
Stimulated Raman Scattering
Vestigial Side Band
Wavelength-Division Multiplexing
Wide Sense Stationary
Cross-Phase Modulation
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